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. Representing text queries is not trivial * U;: 36-dimensional character likelihood

Our contributions * V;;: matrix containing joint probabilities of character pairs
 Query driven approach for scene text based retrieval

« (Category as well as instance retrieval

 Three new datasets, including one with 1 million images
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