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Abstract— The level set based deformable models (LDM)
are commonly used for medical image segmentation. How-
ever, they rely on a handcrafted curve evolution velocity
that needs to be adapted for each segmentation task. The
Convolutional Neural Networks (CNN) address this issue by
learning robust features in a supervised end-to-end man-
ner. However, CNNs employ millions of network parameters
which require a large amount of data during training to
prevent over-fitting and increases the memory requirement
and computation time during testing. Moreover, since CNNs
pose segmentation as a region-based pixel labeling, they
cannot explicitly model the high-level dependencies be-
tween the points on the object boundary to preserve its
overall shape, smoothness or the regional homogeneity
within and outside the boundary.

We present a Recurrent Neural Network (RNN) based
solution called the RACE-net to address the above issues.
RACE-net models a generalized LDM evolving under a con-
stant and mean curvature velocity. At each time-step, the
curve evolution velocities are approximated using a feed-
forward architecture inspired by the multi-scale image pyra-
mid. RACE-net allows the curve evolution velocities to be
learned in an end-to-end manner while minimizing the num-
ber of network parameters, computation time and memory
requirements. The RACE-net was validated on three differ-
ent segmentation tasks: Optic disc and cup in color fundus
images, cell nuclei in histopathological images and the
left atrium in cardiac MRI volumes. Assessment on public
datasets was seen to yield high Dice values between 0.87
and 0.97 which illustrates its utility as a generic, off-the-
shelf architecture for biomedical segmentation.

Index Terms— biomedical segmentation, deep learning,
deformable model, RNN.

[. INTRODUCTION

The segmentation of anatomical structures in medical im-
ages plays an important role in the diagnosis and treatment
of diseases. It is frequently used to visualize organs, extract
quantitative clinical measurements, define the region of interest
to localize pathologies and aid in the surgical or radiation treat-
ment planning. Accurate segmentation algorithms can save the
time and effort of medical experts and minimize the intra
and inter-subject variability involved in manual segmentation.
However, this task is often challenging due to the lack of
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sufficient contrast between the anatomy of interest and its
background, large variability in its shape, variations in image
quality across subjects or scanners and the presence of noise
and non-uniform illumination.

Motivated by the recent success of deep learning in
biomedical image segmentation, we propose a deep Recur-
rent Neural Network (RNN) architecture, called the RACE-
net (Recurrent Active Contour Evolution Network) which
is inspired from the level set based deformable models
(LDM). Given a rough localization of the anatomical struc-
ture to be segmented, RACE-net iteratively evolves it us-
ing a combination of a constant and a mean curvature
velocity which are learned from a set of training images
in an end-to-end manner. A Python implementation of the
proposed method is available for public research use at
https://www.dropbox.com/s/71bdwybceapeamb/
RACE_net_codes.zip?dl=0. The key contributions of
this paper are: a) LDM is formulated as a novel RNN
architecture; b) An appropriate loss function is introduced
to overcome the problems related to the re-initialization of
the level set function in LDMs and the vanishing gradients
during the training of the RNN; c) The constant and mean
curvature velocities are modeled by a novel feed-forward
architecture inspired from the multi-scale image pyramid; d)
The effectiveness of the method is assessed on a variety of
structural segmentation tasks, namely, the optic disc and cup
in color fundus images, cell nuclei in histopathological images
and the left atrium in 3D cardiac MRI Volumes.

[I. RELATED WORK

The use of a fixed protocol and view during image acqui-
sition and the overall similarity in the anatomical structures
across subjects often allow for a rough localization of the
structure of interest using simple image processing techniques
and/or spatial priors. However, an accurate segmentation at
a sub-pixel level is often essential for proper diagnosis.
Traditionally, the LDMs (also known as the geometric or
implicit active contour models) have been widely used for
this task [1] in which an initial curve (or a surface in 3D)
is iteratively evolved by a curve evolution velocity until it
converges onto the desired boundary. Typically, the curve evo-
lution velocity comprises image dependent and regularization
terms. The image dependent terms drive the curve towards the
desired boundary. On the other hand, the regularization terms
such as the boundary length minimization [2] preserves its
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smoothness, while the balloon force [3] is used to drive the
evolving curve into the concave regions in the object boundary.

The LDMs provide an Energy Minimization framework (see
section [[II-A]) which allows an explicit modelling of the high
level constraints on the boundary such as the trade-off between
the intensity discontinuity [2], [4] at the boundary and its
smoothness, or the regional homogeneity within and outside
it [5]. However, LDMs cannot be used “off-the-shelf” as the
curve evolution velocity has to be specifically handcrafted for
each segmentation task, failing which, the curve can take a
large number of iterations to converge, get entrapped near
noise or spurious edges, or smooth out the sharp corners of
the object of interest.

Recently, the Convolutional Neural Networks (CNNs) have
been widely applied to various medical image segmentation
tasks such as the extraction of neuronal structures in 2D
electron microscopy [6], [7], prostate segmentation in MRI
volumes [8] and, the optic disc and vessel segmentation in
fundus images [9]. CNNs learn a hierarchical feature represen-
tation of the images from large datasets in a supervised end-
to-end manner, eliminating the need for handcrafted features.
In the sliding window approach [6], [10], [11] a CNN is
employed to classify the pixels into foreground or background
at a patch level followed by a Conditional Random Field
(CRF) [10] or LDM [11] based post-processing to incorporate
the global context. Alternatively, the pixel labeling for the
entire image is obtained in a single step by employing a
deconvolutional architecture which consists of a “contraction”
followed by an “expansion” stage [7], [8], [12]. The contract-
ing stage has a series of convolutional layers with pooling
layers in between which successively reduce the resolution of
the feature channels. The expansion stage has one convolution
layer corresponding to each contraction layer with upsampling
operations in between to recover the original image resolution.
Additional skip connections are also employed to directly
connect the corresponding contraction and expansion layers.

CNN s lack an explicit way to capture high level, long range
label dependencies between similar pixels and the spatial and
appearance consistency of the segmentation labels [13]. This
can result in poor object dilineation, non-sharp boundaries
and small spurious regions in the segmentation output. Few
RNN architectures have been explored to address these issues.
RNNs generally employ a simple recurrent unit (RU) which
comprises a single neuron with a feedback connection. Gated
variants of the RUs such as LSTMs [14], [15] are commonly
used to overcome the problem of vanishing gradients encoun-
tered during training over large time-steps.

The multi-dimensional RNN (MDRNN) was explored in
[16] to segment perimysium in skeletal muscle microscopy
images. In MDRNN, the RUs are connected in a grid-like
fashion with as many recurrent connections as there are spatial
dimensions in the image. At each step, the RU receives the
current pixel as input and the hidden states of the pixels ex-
plored in each direction in the previous step through feedback
connections, thus recursively gathering information about all
other pixels in the image. PyraMiD-LSTM [17] modified the
toplology of the feedback connections in MDRNNSs to improve
its computational efficiency and applied it to segment neuronal

electron microscopy images and MRI brain Volumes.

Some Deep learning architectures have also attempted to
combine RNN and CNNss in a time-distributed manner where
the external input to the RNN at each time-step was provided
by the output of the CNN. Such architectures have been
employed in [14], [15] to segment the intra-retinal tissue layers
in OCT and 3D neuronal structures in electron microscopy
images respectively. Both [14], [15] employed bi-directional
RNNs to capture the context from both the past as well as
the future time-steps. Moreover, multiple layers of RNNs
were stacked together to obtain a deep RNN architecture.
Alternatively, CNN and RNNs can also be integrated by
replacing the RU by a CNN within the RNN architecture.
Such an architecture was employed in [13] to formulate the
mean-field based inference of a CRF as a RNN. The individual
iterations of the mean-field algorithm was modeled as a CNN
and the multiple mean-field iterations were implemented by
using a simple feedback connection from the output of the
entire CNN to its input, resulting in a RNN.

In comparison to CNNs, RNNs have received relatively less
attention in the field of biomedical image segmentation. In
this work, we explore a RNN architecture similar to [13]
which combines the advantages of both LDM and CNN.
In comparison to the LDMs, RACE-net learns the level set
curve evolution velocity in an end-to-end manner. An attractive
feature of the RACE-net is that the evolving curve was
empirically found to converge onto the desired boundary over
large distances in very few (5-7) time steps on a diverse set
of applications. In contrast, LDMs either fail to converge over
large distances or require a large number of iterations.

In comparison to the CNNs, the RACE-net offers two main
advantages. First, it provides a boundary-based alternative to
the existing region-based pixel labeling approach of the CNNs.
The RACE-net models a generalized level set curve evolution
(see Section [[II-A). Consequently, it can explicitly learn the
high level dependencies between the points on the object
boundary to preserve its overall shape and smoothness. At the
same time, it can also maintain an optimal trade-off between
the boundary discontinuity and the regional homogeneity of
the structure in a convolutional feature space (which is learned
in an end-to-end manner). Secondly, RACE-net can have
a very complex network structure while utilizing very few
learnable network parameters in comparison to the CNNs.
Fewer network parameters serve to a) reduce the risk of over-
fitting on small training datasets which is particularly useful in
the medical domain where obtaining the ground truth markings
is expensive; b) It reduces the computation time and memory
requirements of the pre-trained architecture allowing it to be
deployed on systems with limited resources [18].

[1l. METHOD

We begin by obtaining a generalized level set equation for a
LDM in Section to model it as a RNN. Next, we present
a Feedforward neural network (FFNN) architecture which is
designed to model each time-step of the curve evolution.
The FFNN consists of a customized layer to compute the
normal and curvature of the level set function (Section
and a novel CNN architecture to model the evolution
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a. The Feedforward neural network (FFNN) architecture that models the evolution of the level set function ¢ in a single time step ¢. b. The

details of the customized C'(¢p) module used within the FFNN in Fig. a. to compute the normal and curvature of ¢.

velocities (Section [[II-B-1). Finally, we show how the entire
curve evolution is modeled as a RNN in Section [II=C] with an
appropriate loss function (Section [[lI-C.I)) for training.

A. A generalized PDE for curve evolution

Let I represent the image to be segmented. Consider a
family of 2D planar curves (the discussion can be easily
generalized to 3D surfaces) represented using an arc length
parameterization as C(s) = {(z(s),y(s))|0 < s < I} where
(z(s),y(s)) are points on C and [ denotes the length of the
curve. The evolution of C, can be modeled by the Partial
Differential Equation (PDE) %C’ (s,t) = V.ii(s,t), where ¢ is
the temporal parameter, 7i(s,t) represents the normal vector
to C at (z(s),y(s)) and V is a velocity function defined
over the spatial support of I. In order to define V in a
meaningful manner, an Energy functional E(C(s)) is defined
such that its minimum corresponds to the object boundary.
E(C(s)) is minimized using functional gradient descent by
iteratively evolving C(s) in the negative direction of the Euler-
Lagrange of E, ie., V = —-F(C(s)). Typically, E(C(s))
is composed of a linear combination of boundary and region-
based cost terms such that

argmin E(C(s)) = 71'7€h(33,y)d3+72'// q(z,y)dA,
R,

c

ey
where h(x,y) and g(x, y) are functions defined over the spatial
support of I; v, and ~y, are the relative weights. The boundary
cost term minimizes the line integral of h(z,y) along the
curve C. Both h(x,y) and ¢(z,y) can be composed of a
weighted sum of multiple functions. For instance, h(zx,y)
is often composed of an edge indicator function which is
inversely proportional to the image gradient magnitude [2],
[3] to drive C' towards the edges. Setting h(x,y) = 1 as a
constant scalar function serves to minimize the curve length
and hence commonly used as a regularization term to smooth
the boundary [3], [S].

The second term helps minimize the regional cost as it is the
area integral of ¢(x,y) in the region enclosed by C'. Assigning
a(x, ) = Xin- /T — ¢inl> = Aowt-l I — Cous|” leads to the Chan-
Vese model [5], where \;,,, A\, are the scalar weights. The
terms c;,, and c,,,; represent the mean intensities of the object
and the background regions respectively, at each time step of
the curve evolution. Setting g(z,y) = 1(or — 1) serves to
minimize (or maximize) the area enclosed by C' and leads to

the balloon force [3] which defines the default tendency of the
curve to contract (or expand) in the absence of nearby edges
in the image and speeds up the curve evolution.

The Euler-Lagrange for the boundary and the regional cost
terms in eq. 1 are given by ~;. {(Vh,7) + h.x} 7l and ~,.¢.7
respectively, where « represents the curvature at C(s) (See
[19] and the Supplementary material |I| for details). Thus, the
curve evolution which minimizes eq.1 is given by

0

—C(s,t) = = {v2.9.1 + 71.h.c.T},

ot @

where g = ;Y—; (Vh, i) + q). The curve evolution under the

velocities g.77 and h.k.7i are known as the constant flow and
the mean curvature flow respectively.

During implementation, C' is often represented using level
sets due to its ability to handle topological changes such as
the merging or splitting of the boundary. The evolving object
boundary C(t) is represented by the zero level set C(t) =
{(z,y)|¢(x, y;t) = 0} of a higher dimensional scalar function
¢(x,y;t) which is defined as the signed distance function. By
convention, in this work we define ¢(x,y;t) to be positive
inside and negative outside C'(¢). The curvature and the normal

can be shown to be k = div (%) and 77 = 7% in the
level set representation [20]. Substituting these values in eq.
2 results in the equivalent level set equation

2 — g9 V0l aah(D)AIVS], ()
where a; = —v, and ay = —7; are the scalar weights. The
sign (positive or negative) of a; and ay determines the direc-
tion (inward or outward) of the curve evolution. We propose
to model eq. 3 with a RNN architecture. Each time-step of the
curve evolution is modeled as a FFNN by approximating the
g(I, ) and h(I) functions by two separate CNNs. To simplify

the network architecture, the g(I, ¢) is learned directly and not
restricted to the form % (Vh,n) + q). This leads to a more

generalized curve evolution model.

B. Single time-step of the Curve Evolution

Let ¢, denote the evolving level set function at a time step
t. The evolution of ¢, to ¢, is modeled as a FFNN depicted
in Fig. |1/ a. Both g(I,¢) and h(I) are modeled using CNNs

'available at https://researchweb.iiit.ac.in/~arunava.
chakravarty/supplementary_material_ RACE_net.pdfl
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Fig. 2. The proposed CNN architecture to model h(I) and g(I, ¢). This figure is best viewed in color.

which output a single channel feature map. We propose a
customized network layer architecture C(¢) to compute the
|[V¢| and x from a given ¢. The first and second terms in
eq3l namely, g(I,¢). | V¢ | and h(I).x. | V¢ |, are obtained
using a pixel-wise multiplication of g(I,¢) and h(I) with
the appropriate outputs from C/(¢). They are concatenated
with the input ¢, to obtain a three channel feature map. A
(1 x 1) convolution filter (across the three channels) with
a linear activation function is applied to obtain the updated
¢sy1. A detailed depiction of C(¢) is shown in Fig. [1| b.
The two convolutional filters G, G, are used to obtain the
first and second order derivatives of ¢. We freeze the weights
of G, G, to the one-dimensional gradient filter kernels
depicted in Fig. T[] b to ensure that they are not modified
by the backpropagation algorithm during training. Thereafter,

a 2
Paw- Py 2050y -z ytbyy P2 and | Vo | are

(@r+e,)°
computed by two custom layers defined using the Theano

library [21].

1) Network Architecture ofg(1, ¢) and h(1): g(I, ¢) and h([I)
are modeled using a similar CNN architecture but with sepa-
rate network weights and inputs. While I is used as an input
for h(I), both I and ¢, are concatenated to obtain a multi-
channel input for g(I, ¢). Minimizing the number of network
parameters can reduce the memory requirements and help
prevent over-fitting. This is achieved by designing a novel
CNN architecture depicted in Fig. [2] which is inspired from
the multi-scale image pyramid used in image processing. In
Fig. Pl {I, | 0 <1 < 3} represents a four level image pyramid.
I, is the input to the CNN, while the successive scales I; are
obtained by applying average pooling in a 2 x 2 neighborhood
on I;_;. The segmentation proceeds from a coarse to fine
scale from [ = 3 to 0. The output feature channels from the
coarse scale I; is upsampled and concatenated with the image
in the successive finer scale I;_; to obtain the input for the
convolutional layers in the [ — 1" scale. At the coarsest scale
(1=3), only I3 is used for the input.

the curvature Kk =

The processing at each scale is done in two convolutional
layers. The first convolutional layer (depicted by orange ar-
rows) has 2.N filters to capture the patterns in the local
neighborhood. The filter’s receptive field size S; is decreased
from the coarse (1=3) to the finest scale (1=0), ie., S; > S;_;.
The second convolutional layer in each scale (depicted by

green arrows) has N, 1 x 1 (x1 in 3D) filters to reduce
the dimensionality of its input feature channels from 2.N to
N thereby reducing the number of learnable filter weights
in the next scale by half. This is because the number of
network parameters in a convolution layer is the product of
filter kernel size and the number of input feature channels.
Moreover, it adds an additional non-linearity to the network.
An exception is the last layer which has only one (instead of
N) filter to ensure a single feature channel as the final CNN
output. Thus the overall network size is controlled by a single
tunable hyper-parameter N. All convolutional filters use the
Rectified Linear Unit as the activation function. An exception
is the final 1 x 1 convolutional filter at [ = 0 which uses
a linear activation to allow the RACE-net to learn arbitrary
updates for ¢ in both positive (curve expands) or negative
(curve contracts) direction. This was empirically found to be
crucial in improving the segmentation performance.

The proposed architecture can be visualized as a modifica-
tion to the U-net [7] where the encoder network is replaced
by an image pyramid representation resulting in a drastic
reduction of the network parameters.

C. Curve Evolution as a RNN

The FFNN in Fig. [T] a models one iteration of the curve
evolution. At a time-step ¢, it takes the input image I and the
current level set function ¢; as input to compute the evolved
level set function ¢, ;. Let the function fy : ¢ X [ — ¢
represent the complex, non-linear operation performed by the
FFNN where 6 denotes its learnable network parameters.

If ¢, evolves over a maximum of 7' time-steps during
segmentation, then 6 should be learned such that the final
¢ converges onto the desired boundary. We propose to do
this by defining a RNN that can model the recursive equation:
¢i41 = fol@s, I),0 <t < T. This is achieved by introducing
a recurrent feedback connection which provides the output
of fy as a feedback input to itself in the next iteration (see
Fig.B]a) for T' time-steps. The feedback connection allows us
to model all iterations of the curve-evolution within a RNN
architecture which we refer to as the RACE-net. It is different
from the most commonly used RNN architecture ( [22] for
example) where the output of an individual neuron is fed
back onto itself to update its hidden state. In contrast, in the
RACE-net architecture, the output of an entire feed-forward
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Fig. 3. a. Curve Evolution as a RNN. b. The unrolling of the RNN in a.
over time. The recurrent feedback connections are depicted in red.

network is fed back to its input in the next time-step. An
example of a similar RNN architecture can be found in [13]
which modeled an iterative mean-field approximation based
algorithm for CRF inference as a RNN. Each iteration of the
update of the marginal probabilities of a fully connected CRF
was modeled by a CNN and multiple iterations of the update
were modeled by adding a feedback connection (similar to our
method) from the output of the CNN to its input.

The RACE-net depicted in Fig. [3] a has the same network
parameters 6 as the FENN in Fig. [I| a used to model a single
time-step. However, the key difference between them is the
feedback connection in Fig. [3|from the output ¢, ; to its input
¢, in the next time-step. It allows the RACE-net to be trained
in an end-to-end manner by defining a loss function over the
entire curve evolution spanning multiple (") time-steps. The
initial level set function ¢ is the input to the RACE-net, ¢ is
its final output, while ¢,,1 <t < T — 1 are the feature maps
computed by f, in the intermediate time-steps of the RACE-
net. A simple feedback connection without any sophisticated
gated architecture (in contrast to the LSTMs) was employed in
the RACE-net and auxiliary loss functions were incorporated
at each individual time-step of the RNN during training to
overcome the vanishing gradients problem.

A suitable loss function must maximize the regional overlap
between the ground truth (GT) segmentation mask and the
segmentation estimated by the RACE-net. Hence, the level
set function ¢, is converted into a segmentation mask R,
within the the RACE-net architecture itself. Since ¢, is positive
inside and negative outside the boundary curve, the binary
segmentation mask of the foreground region can be obtained
by thresholding ¢; > 0. This hard thresholding operation
is equivalent to applying the step function as an activation
function to ¢,. Since step function is non-differentiable, it is
approximated by a sigmoid function to derive a softmap that
closely approximates a binary image, ie., R, = Sig(¢,). Both
¢; and R, are the outputs of the RACE-net. While ¢, is fed
back to provide the input to f, for the next time-step, R; is an
additional auxilliary output used to define the loss function for
training. The final binary segmentation mask can be obtained
by thresholding R > 0.5.

By unrolling the RNN through time, RACE-net can be
viewed as a cascade of T feed-forward networks (fy) with
identical parameters 6 for each time-step (see Fig.[3|b). Thus,
by choosing an appropriate 7', an arbitrarily deep network can
be obtained while keeping the number of shared network pa-
rameters constant. 6 is learned in an end-to-end manner across

the 7' time-steps using Backpropagation through time (BPTT)
[23] which is logically equivalent to a simple backpropagation
over the unrolled architecture of the RACE-net.

While ¢ is a function of both I and ¢, h is a function
of I alone (see eq. [3). Thus, during implementation, h is
computed only once before the feedback connection and used
as an additional input at each time-step, to improve the
computational efficiency.

1) Loss Function: In order to define an appropriate loss
function to train the RACE-net, we need a metric to measure
the regional overlap between the GT and the estimated seg-
mentation masks. The Dice coefficient was used for this pur-
pose. Let Y denote the binary ground truth (GT) segmentation
mask for a training image I. Without any loss of generality, let
R denote the segmentation mask obtained from the RACE-net
for I at a particular time-step. The Dice coefficient between
R and Y is defined as

[RI+[Y] i+ 2w)

where r; and y; represents the value at the it pixel/voxel in
R and Y respectively and the summations run over all the
pixels/voxels in I. The Dice coefficient is differentiable with
respect to r; yielding the gradient

0 2T _ o Y Qoiri+22y) — O 7"12%)

(i + 2, 41) (Ciri+3,9:)° s

The RACE-net should be trained to minimize the loss
S(Rp,Y) = 1 — Dice(Ry,Y) where Ry = Sig(orp) is
the final segmentation mask obtained after the 7' time-steps.
Though an iterative evolution of ¢, is commonly employed
in the implementation of the LDMs, they lead to numerical
instabilities and require ¢, to be re-initialized to a signed
distance function (SDF) after every few iterations. Since
IVo,] = 1 is a property of the SDF [24], an additional
regularization term |V ¢, — 1\% is added to the loss function at
each time-step to ensure that the ¢, remains close to a SDF
during the curve evolution.

The RNN architectures are also susceptible to vanishing gra-
dients. The gradient of the loss function at the final time-step
T becomes extremely small when backpropagated through
time to the earlier time-steps, thereby inhibiting the network’s
ability to learn curve evolutions across a long distance. Hence,
an auxiliary loss function is added at each time-step to ensure
that the network in time step ¢, receives multiple gradients
backpropagated from the loss functions of all the following
time-steps. Though the GT for the intermediate R, is not avail-
able, we assume that the dice coefficient should successively
increase with respect to Y as the curve evolves. Therefore,
the auxiliary loss functions are defined as A\, S(R;,Y) where
A, represents the relative weightage of these terms such that
At < A¢x1. Thus, the total loss L for the RNN is defined as

Dice(R,Y) = “4)

T
L= {NS(R.Y)+8IVe, -1} ©
t=1

In our experiments, \; = 10{T7214 Gyag decayed in powers
of 10 (earlier time-steps had lower weights for S(R;,Y))
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while the relative weight 5 = A; was fixed across all time-
steps. The RACE-net is trained by minimizing L using BPTT
[23] with the ADAM algorithm [25] to adapt the learning rate.

V. RESULTS

The proposed method was evaluated on three different
segmentation tasks encompassing a wide range of anatomical
structures and imaging modalities to demonstrate its robustness
and generalizability. The specific tasks considered were the
segmentation of the Optic Disc and Cup in color fundus
images, cell nuclei in histopathology images and the left
atrium in cardiac MRI volumes. The left atrium segmentation
was performed in 3D. The RACE-net was implemented for
both 2D and 3D images in the Keras API [26] using Theano
as the backend on a 12GB Nvidia Titan X GPU and Intel i7
processor. The details of each experiment is presented below.

A. Optic Disc and Cup Segmentation

Fundus photography is used to capture 2D color images
of the retina which forms the interior surface of the eye.
In fundus images, the Optic disc (OD) appears as a bright,
roughly elliptical structure with a central depression called
the Optic Cup (OC). Glaucoma is a chronic optic neuropathy
which leads to the loss of retinal nerve fibers and results in
the enlargement of the OC with respect to the OD. Hence, an
accurate segmentation of the OD and OC is clinically impor-
tant. OD segmentation suffers from vessel occlusion, indistinct
gradient at boundaries and the presence of abnormalities such
as Peripapillary atrophy. OC segmentation is more challenging
as it is primarily characterized by the 3D depth information
which is unavailable in the 2D color fundus images [27].

The proposed method was evaluated on the public
DRISHTI-GS1 dataset [28] which consists of 50 training and
51 test images with ground truth (GT) OD and OC segmen-
tation masks. The two structures were segmented sequentially
using two different RACE-net architectures. At first, a square
region of interest (ROI) (depicted in the first columns of
Fig. @] b, i-iv) was extracted from the entire fundus image
using a method based on [27] which employed an intensity
thresholding followed by a circular hough transform on the
edge map extracted from the fundus image. The initial level
set function was initialized as the largest circle within the ROL.
Thereafter, the result of the OD segmentation was used to
initialize the OC segmentation. The network parameters were
fixed at N=6(6) and T=6(5) for OD (OC). The filter sizes S
at each scale were fixed at 9 x 9, 7 x 7, 5 x 5 and 3 x 3
respectively from the coarse (I = 3) to the fine (I = 0)
scale in both the architectures, resulting in a total of 26, 322
learnable parameters for each network. The number of network
parameters is independent of 1" since they are shared across the
time steps. The training dataset was augmented by applying
horizontal, vertical translations and vertical flipping to each
image. During testing, the RACE-net completed OD and OC
segmentation at an average of 0.21 and 0.19 seconds per image
respectively, using a GPU.

The qualitative results depicted in Fig. f] demonstrate the
strength of the RACE-net. The curve evolution for OD and

TABLE |
SEGMENTATION PERFORMANCE ON DRISHTI-GS1 TEST SET.
(MEAN/STANDARD DEVIATION)

Method Optic Disc Optic Cup

Dice BLE (pixels) Dice BLE
Vessel Bend [29] 0.96/0.02  8.93/2.96 0.77/0.20  30.51/24.80
Graph cut prior [34] 0.94/0.06  14.74/15.66 0.77/0.16  26.70/16.67
Multiview [30] 0.96/0.02  8.93/2.96 0.79/0.18  25.28/18.00
Superpixel [31] 0.95/0.02  9.38/5.75 0.80/0.14  22.04/12.57
Joint OD-OC [27] 0.97/0.02  6.61/3.55 0.83/0.15  18.61/13.02
CNN, Zilly et. al. [32] 94.7 9.4 0.83 16.5
CNN, U-net [7] 0.96/0.02  7.23/4.51 0.85/0.10  19.53/13.98
CNN, Sevastopolsky [33] - - 0.85 -
Proposed 0.97/0.02  6.06/3.84 0.87/0.09  16.13/7.63

OC in Fig. @ a indicates that the network architecture is able to
learn to evolve inwards, stopping at the desired boundary while
preserving the boundary smoothness. The OC boundary does
not correspond to a sharp intensity gradient demonstrating the
strength of the method over traditional edge based LDMs.
The quantitative performance has been reported in Table
[l In addition to the Dice coefficient, the average Boundary
Localization Error (BLE) [27], [28] has also been reported
which measures the average distance (in pixels) between the
GT and the estimated boundary points. It is defined as BLE =

O
15 |r§t — rgst\, where r’,, and T_Zt denote the Euclidean
0

dist;mces (in the radial direction) of the estimated and the
GT boundary points from the centroid of the GT respectively,
at orientation 6. The average BLE is computed based on the
localisation errors at n = 24 equi-spaced boundary points.
The desirable value for BLE should be close to 0 pixels. The
RACE-net outperforms several existing methods. Both [29]
and [30] employ a modified Chan-Vese based LDM to segment
the OD while a supervised super-pixel feature classification
based method is employed in [31] for both OD and OC
segmentation. On the task of OD segmentation, the proposed
architecture shows marginal improvement with respect to these
methods and is at par with the recently proposed MRF based
joint OD and OC segmentation method in [27].

Since, the depth information is important in defining the
OC boundary, [29] detects the bend in the blood vessels as
they enter the OC, [30] employs stereo image pairs, while
[27] employs a coupled sparse dictionary based regression
to obtain the depth estimates. In comparison, RACE-net out-
performs these methods while directly using the raw RGB
color channels as input without the need for explicit depth
computation. The RACE-net also outperforms the existing
CNN architectures proposed in [32], the U-net [7] and its
modified version in [33] which was used to segment the OC .

B. Cell Nuclei segmentation

The segmentation of the cell nuclei in hematoxylin and
eosin (H&FE) stained histopathological images plays an im-
portant role in the detection of breast cancer. The cell nuclei
appear as roughly elliptical purple blobs surrounded by a
pink cytoplasm with the connective tissues appearing as wispy
pink filaments (see Fig. [5). The challenges here include a
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Fig. 4.

a. depicts the curve evolution of RACE-net over the intermediate time-steps, T=0, 2, 4, 6 for the OD boundary (in green) and over T=0,

1, 3, 5 for the OC boundary (in blue) from left to right. Fig. b depicts four sample results for OD and OC boundaries. In each subimage i-iv, the
cropped region of interest is depicted in column 1, the result of the RACE-net for the OD and OC boundaries (in green) are depicted in column 2
followed by a comparison with the Ground truth markings (in blue) for OD (column 3) and OC (column 4). This figure is best viewed in color.

large background clutter, intensity inhomogeneities, artifacts
introduced during the slide preparation, staining or imaging
and the variations in the morphology across a large number
of cells in the image. The task unlike the previous case study
involves the segmentation of multiple structures in each image.

The proposed method was evaluated on 58 images con-
sisting of 26 malignant and 32 benign cases provided in the
UCSB Bio-segmentation Benchmark dataset [35]. Each image
comprises a 200 x 200 ROI along with a pixel-level binary
mask provided as the GT. For a direct comparison with the
recent work in [36], similar experimental setup and evaluation
metrics were employed. The dataset was randomly divided
into 24 images for training, 6 for validation and 28 for testing
respectively. The network hypermeters were set to N = 5 and
T = 6. The filter sizes were fixed to 9 x 9, 7 x 7, 5 x 5 and
3x 3 respectively from the coarse to the fine scale. The training
dataset was augmented by horizontal and vertical flipping, and
rotating the images by +45°. During testing, segmentation
with the RACE-net took an average of 0.04 seconds using a
GPU to process each image.

TABLE Il
CELL NUCLEI SEGMENTATION PERFORMANCE ON THE UCSB
B10-SEGMENTATION BENCHMARK DATASET

Method Precision(%) Recall(%) Accuracy(%) F1-measure
FCM [37] 71.63 84.86 88.84 0.7768
Watershed based [38] 70.26 87.01 88.56 0.7775
MI [39] - - 89.55 0.7733
DRLSE [24] 88.24 74.87 0.8042
CNN+SR [36] 82.41 86.04 92.45 0.8393
CNN [40] - - 86.88 -
CNN, U-net [7] 81.41 85.84 92.21 0.8333
Proposed 85.29 88.38 93.82 0.8661

Raw RGB image channels were used as the input without
any preprocessing and the border of the entire ROI was

provided as the intitial boundary. Qualitative results depicted
in Fig. 5] b demonstrate the strength of the proposed archi-
tecture. RACE-net effectively handles the topological changes
associated with the splitting of the boundary curve to capture
multiple cell nuclei. It is also capable of converging onto the
desired boundary over large distances thereby eliminating the
need for any preprocessing step for an accurate initialization.
Fig. [5] a depicts the evolution of the level set curve across the
time-steps. In the early time steps (1" = 1-3), the level set
curve progresses inwards, roughly segmenting the cell nuclei
from the outer to the inner regions, while the final time-steps
refine the object boundaries.

Results of quantitative assessment are reported in Table
II. The results show that the RACE-net outperforms the
traditional image processing based methods employing Fuzzy
C-means clustering [37], semi-supervised multi-image model
(MI) [39] and the marker controlled watershed [38]. It also
achieves a 6% improvement in Fl-measure against a de-
formable model [24] with distance regularized level set evolu-
tion (DRLSE) that employs handcrafted velocity terms. Unlike
the proposed method, DRLSE failed to converge onto the cell
boundaries over a large distance and Otsu thresholding was
employed to initialize the level set. A comparison was also
done against the existing CNN-based methods which have
generally outperformed the traditional methods. The proposed
method was found to perform better in this case as well.
Moreover, while RACE-net employs the raw RGB images as
input, the method in [36] employs a computationally expensive
sparse coding based preprocessing step to roughly remove the
background and accentuate the nuclei regions.

C. Left Atrium Segmentation

The accurate segmentation of the Left Atrium (LA) and the
proximal pulmonary veins (PPVs) in cardiac MRI volumes
plays an important role in the ablation therapy planning for
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a.

Fig. 5. a. The curve evolution over time steps T=0,2,3,4,6 (from top to bottom). Fig. b. depicts the qualitative results of the RACE-net: 1°* row:
input image, 2™ row: Ground truth markings (in red), 3" row: result of RACE-NET (in green), 4" row: the result of RACE-net (in green) and
the Ground truth markings (in red) are overlapped for comparison. This figure is best viewed in color.

the treatment of Atrial fibrillation, automated quantification of
LA fibrosis and the construction of biophysical cardiac models.
However, this task is non-trivial because of the large inter-
subject morphological variations in the anatomy, overlapping
image intensities between LA and the surrounding tissue, very
thin myocardial walls and difficulty in demarcating LA from
the left ventricle due to the different opening positions and
low visibility of the mitral valve leaflets [41].

The proposed method was evaluated on the public STACOM
2013 left atrium segmentation challenge dataset [41], [42]. It
consists of 10 training and 20 test cardiac MRI volumes. The
binary segmentation masks for the LA and PPVs are provided
for the training images, while an evaluation code written in
ITK is provided for the test set. The MRI volumes were
acquired using a 1.5T Philips Achieva scanner with an in-plane
resolution of 1.25 x 1.25 mm?® and a slice thickness of 2.7
mm. The PPVs were defined as the segment of the pulmonary
vein up to the first vessel branching or a maximum of 10 mm.
We refer to [41] for further details of the protocols used in
the acquisition of the images and GT.

Since all MRI volumes were acquired using the same view
and resolution, the spatial priors on the anatomical structures
were exploited to reduce the computational and memory
requirements. An ROI was defined as a cuboid of dimensions
72x104x 116 centered at the image coordinates (36, 52, 56) in
each volume that contained the left atrium. Since the volumes
were not registered, a relatively large ROI (see Fig. [f] ¢) had
to be defined to ensure that the left atrium lies within it across
all the images. On an average, the left atrium constituted

only 8.05% of the ROI volume and appeared at varying
spatial locations within the ROI. The level set surface ¢, was
initialized in a simple manner at the border of the ROIL.

The proposed RACE-net architecture was extended to 3D
by employing 3D convolutional filters within the CNNs that
modeled the constant and mean curvature evolution velocities.
The customized layer depicted in Fig. [ b was also modified
(written in Theano library [21]) to compute the gradient
magnitude and the curvature by considering the x, y as well
as the z directions. The network hyperparameters were fixed
to N =8 and T = 7. The convolutional filter sizes were fixed
07X T7xT7,5x5x5,3x3x3and3 x 3 x 3 respectively
from the coarse to fine scale.

The training dataset was augmented by applying random
translations along the three directions and modifying the image
intensity at a patch level by adapting the PCA based technique
employed in [43]. In this method, the training volumes were
divided into 3 x 3 x 3 patches and projected onto a 27 dimen-
sional PCA basis. Thereafter, a random Gaussian noise with
zero mean and a standard deviation of 0.1 was added to each
basis coefficient and the image patches were reconstructed.

The qualitative results of the proposed method is depicted
in Fig. [6] A 3D rendering of the segmentation results in the
intermediate time steps is presented in Fig.|6|a to visualize the
surface evolution. In the first time step 1" = 1 itself, the initial
surface can be seen to jump over a large distance from the
border of the ROI to provide a moderately good localization
of the left atrium. Thereafter, the shape of the structure is
iteratively refined with large changes in the early iterations
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b.

Fig. 6. a. The curve evolution over time steps T=1,2,3,5 and 7 (from left to right). b. The 3D surface rendering of the segmented left atrium: 1%
row is the Ground truth and second row depicts the corresponding segmentation by the RACE-net. ¢. Qualitative results for the individual slices
depicted in the 1°* column are provided. Only a small region marked by the red bounding box has been magnified for better visibility of the result.
2™ column depicts the Ground Truth markings in blue, 37% column depicts the result of RACE-NET depicted in green. The Ground truth and the
result of the RACE-net are overlapped for comparison in the 4™ column. This image is best viewed in color.

(T=2,3) followed by fine refinements in the later time steps. In
Fig. [6] b, sample results are presented for 3 MRI test volumes
where the 3D rendering of the proposed method is compared
against the GT. These results demonstrate the ability of the
method to handle sharp corners and protrusions in the object
boundary due to the PPVs. The qualitative results on individual
MRI slices depicted in Fig. [f] ¢ indicate the ability of RACE-
net to learn topological changes (splitting of the surface) near
the PPV openings.

TABLE IlI
3D LEFT ATRIUM SEGMENTATION PERFORMANCE ON THE STACOM
2013 CHALLENGE DATASET (MEAN/STANDARD DEVIATION)

Method Left Atrium PPVs

Dice S2S (mm) Dice S2S (mm)
LUB_SSM 0.77/0.13 3.63/1.83 0.28/0.21 4.73/4.65
INRIA 0.78/0.26 3.66/4.59 0.42/0.28 4.66/7.74
LUB_SRG 0.84/0.12 2.67/1.75 0.51/0.31 2.80/2.63
TLEMCEN 0.85/0.07 2.40/0.96 0.37/0.30 3.68/3.20
LTSI_.VSRG 0.87/0.03 2.22/0.32 0.48/0.19 2.54/0.54
LTSI.VRG 0.91/0.05 1.68/0.90 0.65/0.17 1.95/1.04
UCL.1C 0.94/0.02 1.09/0.31 0.61/0.23 1.62/0.61
3D U-net [12] 0.90/0.04 1.84/0.75 0.63/0.19 1.97/0.99
RACE-net 0.91/0.04 1.73/0.72 0.61/0.25 1.90/1.01
RACE-net ensemble 0.92/0.03 1.49/0.56 0.67/0.24 1.66/0.79
Human Expert 2 0.95/0.05 0.88/0.78 0.83/0.11 1.02/0.64

The quantitative assessment of results are presented in Table
III. The evaluation code provided by the STACOM 2013 left
atrium segmentation challenge [42] was employed to compute
the Dice coefficient and the surface-to-surface distance (S2S)
in mm [41]. A good segmentation is characterized by a high
value for the Dice coefficient and low value for the S2S metric.
The S2S metric is more sensitive to the local variations in
the boundary as compared to dice which measures the global
regional overlap. The proposed method was benchmarked
against the performance of the other competing methods in
the STACOM 2013 left atrium segmentation challenge [41] as
well as the 3D U-net architecture [12].

The overall performance of the RACE-net is comparable to
that of the 3D U-net. The RACE-net performed slighty better
on the left atrium body both in terms of Dice and the S2S
metrics. In case of the PPV, 3D U-net performed slightly better
in terms of Dice while RACE-net performed slightly better
in terms of the S2S. However, RACE-net provides significant
gains in terms of the computational and memory requirements.
We refer to Section [V] for the details.

In comparison to the participating methods in the STACOM
2013 left atrium segmentation challenge, our method achieved
a dice of 0.91 for the left atrium body performing comparably
to the second best performing method LTSIV RG, with
UCL_1C achieving the best performance with a dice of
0.94. The PPVs offer a greater challenge for segmentation.
Again the proposed method is the second best with a dice
of 0.61 performing comparably to UCL_1C but below the
performance of the LT'SI_V RG method with a dice of 0.65.
The biggest strength of the RACE-net over these methods is its
computation speed; 1.72 seconds to process each MRI volume
on an average using a GPU which is orders of magnitude lower
than that reported by UCL_1C and LTSIV RG, namely
1200 and 3100 seconds respectively.

Incidentally, both UCL_1C and LTSI_V RG employed a
multi-atlas approach. In these methods, multiple segmentation
results were obtained by registering each atlas template to the
test image followed by a majority voting scheme to obtain the
final segmentation. Inspired from these methods, we evaluated
an additional strategy which we refer to as the RACE-net
ensemble. In this scheme, the data augmentation techniques
used during the training were also applied to each test volume
to obtain three additional images. The segmentation of all the
four images were obtained using the RACE-net. Thereafter, the
segmentation masks of the augmented images were brought
back to the original co-ordinate space by reversing the trans-
lations employed during their construction. The average of
the four segmentation masks was computed and thresholded
at 0.5 to obtain the final binary segmentation map. Though
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the RACE-net ensemble increases the computational time, it
significantly improves the robustness of the method. While
there is a slight improvement of 1% for the LA body in terms
of dice, the performance of the PPV improves from 0.61 to
0.67 which outperforms all the existing methods.

V. DISCUSSION
A. Performance

The results presented in the previous section show that the
performance of the RACE-net architecture is comparable to the
state of the art on a wide range of segmentation tasks involving
different anatomical structures and imaging modality, outper-
forming the existing methods in most cases. RACE-net closely
approximates the level set based active contour models within
a deep learning framework. In the OD and OC segmentation
task, it learned to extract the OC boundary though it is not
characterized by a sharp intensity gradient and preserved the
boundary smoothness constraints for both structures. On the
task of cell nuclei segmentation, RACE-net demonstrated its
ability to allow topological changes by allowing the boundary
to split in order to capture multiple cell nuclei. RACE-net
was also extended to 3D for left atrium segmentation, where
the method showed its ability to converge to the desired
boundary over large distances in only a few time-steps. A
recent, unpublished work [44] has explored an alternative
way to incorporate CNNs within the active contour model
framework to evolve a curve over small distances (30 pixels).
It uses a parametric representation for the boundary and hence
cannot handle topological changes. Furthermore, the velocity
vectors at each boundary point are predicted independently at a
local image patch level, requiring a handcrafted regularization
step after each iteration to preserve the boundary smoothness.

The performance of RACE-net is summarized in Table
The BLE and the S2S were used as the Boundary error
metrics for the OD, OC and the left atrium segmentation tasks
respectively. A paired T-test was done to compare the mean
performance of the proposed method against that of the U-
net. On the task of the OD, cell nuclei and the left atrium
segmentation, the p-value is < 0.05 for both the dice and
the Boundary error metric indicating a statistically significant
improvement in performance. However, in case of the OC and
PPV, though our method’s performance is marginally better
than the U-net, the difference is not statistically significant.

B. Failure cases

The qualitative examples of a few failure cases of the
RACE-net are depicted in Fig. Additionally, the results
obtained using the U-net has been provided for comparison.
Although RACE-net performs very well for OD segmentation
in general, the failure case shown in Fig. [/ a is an exception
which has the minimum dice (of 0.87) across all the test
images in the DRISHTI-GS1 dataset. In this case, the RACE-
net over-estimates the OD boundary and is attracted towards
the thick blood vessels in the Inferior-nasal (bottom-right)
quadrant. On the other hand, the U-net underestimates it and is
attracted towards the pallor boundary in the inferior (bottom)
sector. The pallor is a pale yellow region within the OD with

TABLE IV
STATISTICS FOR THE DICE AND BOUNDARY ERROR OF THE PROPOSED
RACE-NET ON VARIOUS TASKS.

. . standard p value
min max mean median L.
deviation vs. U-net
Dice
Optic Disc 0.88 0.99 0.97 0.98 0.02 0.0042
Optic Cup 0.51 0.95 0.87 0.89 0.09 0.1016
Cell nuclei 0.84 0.91 0.87 0.87 0.02 <0.0001
Left Atrium 0.86 0.96 0.92 0.92 0.03 0.0239
PPV 0.20 0.88 0.67 0.70 0.16 0.4033
Boundary Error (pixels)
Optic Disc 2.48 24.60 6.06 4.84 3.84 0.0095
Optic Cup 6.53 37.32 16.13 14.13 7.63 0.1537
Cell nuclei - - - - - -
Left Atrium 0.70 2.66 1.49 1.47 0.56 0.0236
PPV 0.87 3.58 1.66 1.41 0.79 0.1373

maximum color contrast that lies close to the OC. The possible
reason for failure in this case could be due to the poor contrast
and the lack of a strong gradient at the OD boundary in the
inferior sector.

OC segmentation from fundus images is a challenging task
and is primarily guided by the intensity gradient at the pallor
boundary and the bends in the thin blood vessels within the
OD. However, the image depicted in Fig [/| b doesnot have
a distinct pallor. Though the result of the RACE-net closely
follows the GT in the inferior sector, it may have been attracted
to the bend in the thin vessel in the superior (top-right) sector.

A failure case for the cell nuclei segmentation in histopatho-
logical images is depicted in In Fig. [/| c. In this case, the
performance of RACE-net is slightly better than the that of
the U-net (dice of 0.84 in comparison to 0.81). However, both
the methods exhibit a tendency to miss the boundaries between
the adjacent or overlapping cell nuclei.

In case of the left atrium segmentation, the errors in segmen-
tation typically occur in slices near the PPV openings which
are characterized by sharp corners and topological changes
in the boundaries. Two such examples of failure cases are
provided in Fig. [/| d. The example in the first row depicts
a case where RACE-net under-estimates the boundary of the
larger connected component and fails to detect the smaller one.
In this case, there is a lack of contrast and distinct intensity
gradient between the foreground and background regions.
Another example (second row in Fig. [7| d) depicts a case of
overestimation where instead of two connected components,
RACE-net smoothes out the boundary resulting in a single
larger region encompassing both.

C. Computational time and network size

RACE-net is ideal for deployment on systems with limited
resources such as low memory and the unavailability of a GPU.
Typically, the existing CNNs employ millions of parameters.
For eg., the U-net architecture described in [7] employs
34,513, 345 parameters. However, the memory bandwith and
storage requirements of a deep learning system is directly
proportional to the number of network parameters. Therefore,
the network parameters in RACE-net were kept to a minimum
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Fig. 7. Examples of failure cases for: a. Optic disc, b. Optic cup, c. cell nuclei and d. left atrium. The Ground truth is marked in blue in a., b, d and
yellow in ¢. The results of RACE-net are marked in green in each case. The results obtained using U-net (marked in red in each case) are provided

for comparison. This image is best viewed in color.

TABLE V
AVERAGE TIME (IN SECONDS) TO SEGMENT EACH IMAGE USING CPU.

Optic Disc Optic Cup Cell Nuclei Left atrium
U-net 5.88 7.79 1.92 24.13
RACE-net 0.74 0.60 0.15 7.74

by applying two strategies. First, g(I,¢) and h(I) functions
in Fig. [I] were approximated by a novel CNN architecture
inspired from the multi-scale image pyramid that employed
very few parameters. Secondly, each time-step of the RACE-
net shares the same network parameters thereby allowing for
arbitarily complex architectures by adjusting 7" while keeping
the number of shared network parameters constant. As a result,
the RACE-net architecture for the cell nuclei segmentation
(described in Section [IV-B)) employs only 8,394 parameters.
Similarly, for the OC segmentation task, the modified U-net
architecure in [33] employed about 25 times the number of
network parameters in the RACE-net ( [33] employed 660, 000
compared to the 26,322 network parameters in the RACE-
net). On the 3D left atrium segmentation task, the RACE-
net architecture detailed in Section employed 71,862
learnable netwrork parameters as compared to the 3D U-net
[12] with 10,003,401 parameters.

RACE-net runs moderately fast even in the absence of a
GPU. To demonstrate this, the average segmentation time per
image of the RACE-net is compared against the U-net [7]
in Table [Vl Both the networks were tested on all the three
segmentation tasks without using a GPU. The 3D extension
of the U-net in [12] was used for the left atrium segmentation.
The results clearly illustrate the advantage of our method
with a 3 to 12 times speedup across the different tasks. The
low run time can be attributed to the fact that each time-
step of the RACE-net is modeled using a very small FFNN
that employs few computations. Moreover, the RACE-net only
requires a few time-steps (5-7) to converge and uses a simple
feedback connection instead of the computationally expensive
gated architecture used in LSTMs [16] which further improves
the computational efficiency. During training, the vanishing

gradients problem is handled by using auxiliary loss functions
at each time-step.

VI. CONCLUSION

In this paper, a novel RNN architecture (RACE-net) was
proposed for biomedical image segmentation which models
the object boundaries as an evolving level set curve. Each
time-step of the curve evolution is modeled using a FFNN
that employs a customized layer to compute the normal
and curvature of the level set function and a novel CNN
architecture is used to model the curve evolution velocities.
The size of the CNN is determined by a single hyper-parameter
N which controls the number of convolutional filters at each
scale. The recurrent feedback connections are used to model
the 7' time steps of the curve evolution.

Since RACE-net can be viewed as a cascade of feedforward
networks with shared network weights, an arbitarily deep
network can be obtained to model complex long range, high-
level dependencies by adjusting 7" while keeping the number
of shared network parameters constant. Overfitting is avoided
with fewer network parameters which is also critical for the
deployment of RACE-net on devices with limited memory and
computational resources. The entire RACE-net is trained in a
supervised, end-to-end manner. An appropriate loss function
was defined as a weighted sum of intermediate dice coeffi-
cients at each time-step to mitigate the vanishing gradients
problem and a regularization term on the level set function
was also incorporated to ensure its numerical stability.

Consistent performance of RACE-net on a diverse set of
applications indicates its utility as a generic, off-the-shelf
architecture for biomedical segmentation. Since RACE-net
is based on the deformable models, it has the potential to
incorporate explicit shape priors which presents a promising
direction for work in the future.
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