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a b s t r a c t 

Background and objective: Accurate segmentation of optic disc and cup from monocular color fundus 

images plays a significant role in the screening and diagnosis of glaucoma. Though optic cup is charac- 

terized by the drop in depth from the disc boundary, most existing methods segment the two structures 

separately and rely only on color and vessel kink based cues due to the lack of explicit depth information 

in color fundus images. 

Methods: We propose a novel boundary-based Conditional Random Field formulation that extracts both 

the optic disc and cup boundaries in a single optimization step. In addition to the color gradients, the 

proposed method explicitly models the depth which is estimated from the fundus image itself using a 

coupled, sparse dictionary trained on a set of image-depth map (derived from Optical Coherence Tomog- 

raphy) pairs. 

Results: The estimated depth achieved a correlation coefficient of 0.80 with respect to the ground 

truth. The proposed segmentation method outperformed several state-of-the-art methods on five pub- 

lic datasets. The average dice coefficient was in the range of 0.87–0.97 for disc segmentation across three 

datasets and 0.83 for cup segmentation on the DRISHTI-GS1 test set. The method achieved a good glau- 

coma classification performance with an average AUC of 0.85 for five fold cross-validation on RIM-ONE 

v2. 

Conclusions: We propose a method to jointly segment the optic disc and cup boundaries by modeling 

the drop in depth between the two structures. Since our method requires a single fundus image per eye 

during testing it can be employed in the large-scale screening of glaucoma where expensive 3D imaging 

is unavailable. 

© 2017 Elsevier B.V. All rights reserved. 
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. Introduction 

Glaucoma, a chronic ocular disorder caused by the accelerated

egeneration of the retinal optic nerve fibers, accounts for 12.3% of

he total blindness world-wide [1] and projected to affect 79.86

illion people by 2020 [2] . It results in a gradual loss of sight

hich starts with the peripheral vision and slowly progresses to-

ards complete and irreversible vision loss. Due to its asymp-

omatic nature in the early stages, currently 70–90% of the glauco-

atous population worldwide are reported to be unaware of their

ondition [3,4] . Large scale screening can play a vital role in pre-

enting blindness through early detection and treatment. 

Early diagnosis of glaucoma is primarily based on the assess-

ent of structural changes in the optic disc (OD), though factors

uch as functional visual field assessment and intraocular pressure
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re also considered. OD is characterized by a bright elliptical re-

ion in the color fundus images. It contains a central depression

alled the optic cup (OC) which is surrounded by the neuro-retinal

im consisting of the retinal nerve fibers that bend into the OC

 Fig. 1 (a) and (b)). Loss of nerve fibers leads to rim thinning and a

onsequent enlargement of the OC. Several clinical measures such

s the vertical Cup-to-Disc diameter ratio (CDR) and the ISNT rule

ased on the sector-wise rim thickness distributions [5] , are used

o quantify these structural changes. Automatic OD and OC seg-

entation can aid the measurement of such clinical indicators for

n efficient and objective glaucoma assessment. 

OC is primarily characterized by the depth information ( Fig. 1

b) and (c)). Topcon Imagenet and Humphrey Retinal Analyzers de-

ne the cup boundary at 125 μm and 120 μm below the OD edge

6] respectively. Several studies also define the cup edge at one-

hird or half drop in depth from the OD edge to the deepest point

n optic cup [7–9] . In contrast to 3D imaging techniques such as

ptical Coherence Tomography (OCT) and stereo fundus cameras

hat provide true depth estimation, monocular color fundus im-

http://dx.doi.org/10.1016/j.cmpb.2017.06.004
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Fig. 1. (a) A color fundus image. (b) Cropped Region of interest of a. with optic disc and cup boundaries. (c) Topographical representation of b., cup boundary defined by 

the drop in depth from disc edge. 
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ages (CFI) are 2D projections of the retinal surface and lack explicit

depth information. Though OCT and stereo imaging is widely used

in hospitals, they cannot be employed in a large scale screening

due to their cost and portability. In contrast, CFI is relatively inex-

pensive to acquire and widely available. 

In this work we extend our prior work on OC segmentation

[10] to jointly segment both OD and OC in a single optimization

step. This is achieved by a novel, boundary-based CRF formulation

which is effective in modeling the drop in depth between the OD

and OC boundaries. In a clinical setting, both OCT and CFI are avail-

able for an eye, whereas during screening, only CFI is available.

Hence, we employ a supervised depth estimation strategy to re-

late the appearance information from a CFI to corresponding depth

estimates which requires only a single CFI image during testing. 

2. Background 

Majority of the existing methods segment OD first, followed by

the OC in a sequential order. Since, OD segmentation is relatively

easy compared to OC, more methods have been explored for the

former. 

OD segmentation: Techniques based on template matching, su-

pervised classification, deformable and active shape models have

been employed for this task. Template based methods often rely

on the Hough Transform [11–13] to fit a circle or ellipse to the

edge maps extracted from CFI. An alternative method is explored

in [14] where the OD center is characterized by the maximum re-

sponse of sliding bank filters applied at multiple scales and its

boundary is obtained by smoothing the pixel locations that con-

tribute to the maximum filter response. In the template based

methods, the analysis is often restricted to the brighter regions in

the image to improve the accuracy and efficiency [15] . For exam-

ple, in [16] , a two-step thresholding operation is applied to the im-

age after enhancing the bright regions using iterative morphologi-

cal operations. These methods suffer from inaccuracies due to the

vessel occlusions in the OD region and inflexible shape assump-

tions. In [17] , blood vessel inpainting is explored to handle the

vessel occlusions followed by an adaptive threshold based region-

growing technique for OD segmentation. 

Deformable models such as Snakes [18] , level sets [19] , and the

modified Chan-Vese model [20] improve on the template-based

methods by iteratively refining the boundaries using energy min-

imization. The energy terms are often based on the image gradi-

ent computed in multiple color and feature channels. Recently, in

[21] an active disc based deformable model has been explored. Ac-

tive disc comprises a pair of concentric inner and outer discs cor-

responding to the OD boundary and a local background around it

respectively, which is used to define a local contrast energy. These

methods are sensitive to poor initialization which can be improved

by combining multiple OD detectors through majority voting and

data fusion [22] . Further, the gradient information is sensitive to
ll-defined boundaries and the presence of peripapillary atrophy

ear the OD boundary. Active Shape Models in [23,24] incorpo-

ate a statistical shape prior. A set of landmark points on the OD

s initialized using the mean shape from the training images and

teratively adapted to the test image, while being consistent with

he point distribution model representing the shapes encountered

uring training. 

Classification-based methods label each pixel [25] , or superpixel

26] into OD or background classes using features such as Gaus-

ian steerable filter responses on color opponency channels, dis-

arity values extracted from stereo image pairs [25] , color his-

ograms and center-surround statistics [26] . Reliance on low level

eatures make these methods susceptible to image noise and ves-

el occlusions. Moreover, the segmentations may contain multiple

onnected components. 

OC segmentation: OC segmentation is restricted to the region in-

ide OD. Since OC is largely characterized by a discontinuity in the

epth of the retinal surface, proposed solutions either rely on ex-

licit depth measurement or depth cues derived from appearance

f the CFI. In the former approach, depth is obtained from OCT

27,28] or from stereo-based disparity maps [25,29,30] . Recently, in

31] , information of Bruch’s membrane opening from OCT is com-

ined with fundus imaging for a joint multi-modal OD-OC segmen-

ation. Factors such as cost, portability, and acquisition time (of

CT or stereo CFI) inhibit the widespread usage of these solutions

n a large scale screening setting. 

In monocular CFI, appearance of the pallor is characterized by

he region of maximum color contrast within the OD and vessel

ends as they enter into the cup. Using the pallor information

lone [19,32] leads to inaccurate OC boundaries as a distinct pallor

egion is often absent. Moreover, while in normal cases, pallor and

he OC boundary appear nearby, glaucomatous cases have a much

arger cup encompassing the pallor [33] . Therefore, additional in-

ormation based on vessel kinks (detected using wavelet transform

r curvature information) have been employed in [20,34,35] to seg-

ent OC. Since a majority of blood vessels enter OC from the infe-

ior and superior directions, boundary estimates in nasal and tem-

oral sectors tend to be inaccurate. Further, only a small subset of

ocations where the vessels bend actually lie on the OC boundary,

equiring several heuristics for selection of actual vessel kinks. 

Supervised classification based methods have also been ex-

lored for OC segmentation [26] . A convolution neural network

ased method is explored in [36] where the filters are learnt over

everal layers. In [37] , a supervised active shape model has been

roposed. The initial boundary is represented by a set of landmark

oints which is iteratively refined using a cascade of regression

unctions. In each iteration, a separate regression function is learnt

o map the image appearance features derived from the current

oundary estimates to shape increment vectors which is used to

efine the boundary. 
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Table 1 

Dataset specifications. All datasets are publicly accessible except Dataset − 1 . 

Dataset # images Protocol Camera Source Ground Truth Evaluation 

INSPIRE 30 4096 × 4096 Nidek 3Dx digital stereo USA OCT based depth Depth Estimation 

DRISHTI-GS1 50 train, 51 test 2896 × 1944 30 ° FOV Zeiss Visucam NM/FA India Manual OD, OC 

marking 

a) OD,OC segmentation 

b) CDR error 

Dataset-1 28 2896 × 1944 30 ° FOV Zeiss Visucam NM/FA India CDR from OCT & an 

expert marking 

CDR error 

RIM-ONE v2 455 cropped ROI around OD Spain image-level glaucoma 

diagnosis 

Glaucoma classification 

DRIONS-DB 110 600 × 400 OD-centric, digitized using HP-Photo 

Smart-S20 

Spain manual OD marking OD segmentation 

MESSIDOR 1200 1440 × 960, 2304 × 1536, 

2240 × 1488, 45 ° FOV 

Topcon TRC NW6 France manual OD marking OD segmentation 

Fig. 2. Outline of the proposed system. Training(test) modules are enclosed within red(green) dotted box. (For interpretation of the references to color in this figure legend, 

the reader is referred to the web version of this article.) 
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. Materials 

The proposed method has been evaluated on six datasets: five

ublicly available, namely, INSPIRE [38] , DRISHTI-GS1 [39] , RIM-

NE v2 [40] , DRIONS-DB [41] , MESSIDOR [42] and a privately col-

ected dataset referred to as DATASET-1. The datasets cover a range

f ethnicity in population, imaging protocols, fundus cameras and

mage quality. Comprehensive experiments were performed aimed

t testing the segmentation and its use in glaucoma diagnosis. De-

ending on the availability of Ground Truth (GT), different eval-

ation criterions were used for each dataset. A summary of each

ataset and the experiments performed on them is provided in

able 1 . 

GT for MESSIDOR is available from University of Huelva

43] which has been used to benchmark several OD segmentation

lgorithms [13,44,45] . 

The locally sourced Dataset-1 contains 18 normal and 10 glau-

omatous images acquired from Aravind Eye Care Hospital, Madu-

ai, India for which both CFI and OCT imaging is available. The CDR

n the OCT generated report of corresponding fundus images was

aken as the gold standard. Structural markings of OD-OC bound-

ries by an expert was also collected for comparison. 

Images in all datasets are OD-centric with the exception of

ESSIDOR that provides macula-centric images. DRIONS-DB con-

ains challenging cases such as illumination artefacts, blurred or

issing rim, peripapillary atrophy and strong pallor distractor [46] .

he INSPIRE dataset provides normalized ground-truth depth maps

or each CFI obtained using manual layer segmentation and regis-

ration of corresponding 3D-OCT images. 

. Methods 

A rough region of interest (ROI) is extracted from the given

FI during pre-processing and provided as input to the proposed

ethod for joint OD-OC segmentation. The ROI extraction is dis-

ussed in Section 4.1 . Our proposed method depicted in Fig. 2 . con-

ists of 2 stages: (i) Supervised depth estimation from the input
OI; (ii) extraction of OD-OC boundaries using the depth estimates

nd color gradients extracted from the ROI. 

To estimate depth, Canonical Correlation Analysis (CCA) and

oupled sparse dictionary (CSD) basis are learnt from a set of CFI-

epth map pairs during training to relate image appearance to

epth values. The learnt basis vectors are used during testing to

stimate the depth from CFI images alone. The details are provided

n Section 4.2 . 

The proposed CRF formulation for the joint OD-OC segmenta-

ion is presented in Section 4.3 . Its various energy terms model the

xpected distribution of the color gradients and relative drop in

epth between the OD and OC boundaries. The probability distri-

utions are learnt from a separate set of training CFI images with

anual OD and OC markings from experts. 

.1. ROI extraction 

A Hough transform based algorithm based on [20] is used to lo-

alise the OD region. First, the candidate regions for OD are iden-

ified by thresholding the red channel of the CFI at 0.95 after nor-

alizing it to [0,1]. Thereafter, the vessels are supressed within the

elected candidate regions using morphological top-hat operation

n the green channel to obtain a rough vessel mask followed by

 diffusion based inpainting [47] . Next, an edge map is extracted

y applying Canny edge detector at a very low threshold. Circular

ough transform is employed to obtain a rough estimate of the OD

enter and radius R . Finally, a square region of interest (ROI) of size

 R (with a margin of 0.5 R on all sides) is extracted (see Fig. 1 (a)

nd (b)). 

.2. Supervised depth estimation 

The proposed depth estimation pipeline is depicted in Fig. 3 .

nitially, two separate estimates of depth denoted by d l and d c are

erived from the luminance and chrominance features respectively.

hile d c is obtained by relating the color features at each pixel
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Fig. 3. Overview of the proposed supervised depth estimation method. 
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to probable depth values, d l is derived from the intensity (gray-

scale) image using an unsupervised shape from shading (SFS) al-

gorithm. The details of extracting d l and d c are discussed below

in Sections 4.2.1 and 4.2.2 respectively. Finally, d l and d c are inte-

grated at a patch level along with Gabor filter-bank based texture

features and mapped to ground-truth (GT) depth values using cou-

pled sparse dictionary (CSD). The details of the patch level feature

extraction in the appearance and depth feature spaces is described

in Section 4.2.3 followed by the details of the CSD based mapping

in Section 4.2.4 . 

4.2.1. Depth estimation from luminance 

The luminance channel L is obtained as the average of the R,G

and B channels of the color fundus image ROI followed by the sup-

pression of the high color gradients using the method in [48] . The

depth estimate d l is obtained from L using the simple but fast un-

supervised shape from shading algorithm in [49] . Some simplistic

assumptions are made to have a tractable solution: (i) retinal sur-

face is assumed to be Lambertian. (ii) The albedo (surface reflectiv-

ity) of the retinal surface is uniform. Since albedo of blood vessels

is different from that of the retinal surface, vessel inpainted im-

ages obtained during ROI extraction are used. (iii) The albedo and

illumination direction is computed from the image itself following

the method in [50] under the assumption that the surface normals

are distributed evenly in the 3D space. Since, the SFS algorithm

implicitly assumes bright regions to be closer to the camera, the

complement of its output gives the actual depth estimate. Though

an exact reconstruction of depth from a single view is not possible

due to the simplified assumptions made in the SFS algorithm, re-

sults ( Section 5.1 ) indicate a strong positive correlation between d l 
and the true depth values. 

4.2.2. Depth estimation from chrominance 

The mean and variance of each of the R, G, B color channels

of the vessel inpainted ROI in the fundus image is first standard-

ized to fixed values (the average values computed from the IN-

SPIRE dataset) and then normalised ( j/ (r + g + b) ; j = r, g, b) to ob-

tain a 3-long illumination invariant color feature C for each pixel.

The color-based depth estimate d c is obtained from C using a su-

pervised approach: for each depth value d ∈ [0, 255], the condi-

tional P ( C | d ) is learnt from a training set of image-depth pairs, us-

ing a GMM with number of Gaussians selected in the range 1–6

that maximizes the Akaike information criterion (AIC) [51] . Dur-

ing testing, the maximum a posteriori estimate for P ( d | C ) is com-

puted. The lack of one-to-one correspondence between the color
nd depth values and treating each pixel independent of its neigh-

orhood leads to inaccuracies in the d c estimates. 

.2.3. Patch-level feature extraction 

To obtain a robust and accurate depth estimate, d l and d c are

ntegrated at a patch level along with texture features to obtain

he final depth estimate. Each 8 × 8 image patch at location i is

epresented by a 4 4 4 dimensional appearance feature p i extracted

rom the fundus image and a 192 dimensional depth feature q i ex-

racted from the corresponding patch in the GT depth map derived

rom OCT. While both image and the corresponding GT depth map

 oct is available during training, only fundus image is available dur-

ng testing. The goal is to learn a mapping between the two feature

paces to predict the depth feature of a patch given its appearance

eature. 

To obtain the appearance feature, at first each pixel in the im-

ge patch is represented by a 6-D appearance feature f a obtained

y concatenating d l , d c and their gradients 
∂d l 
∂x 

, 
∂d l 
∂y 

, ∂d c 
∂x 

, ∂d c 
∂y 

. The

 th patch in a CFI is represented by a vector p i ∈ R 4 4 4 obtained

y concatenating f a of all 64 pixels in the patch and a 60-bin his-

ogram of a texture word map T within the patch. 

T is extracted from the green channel of the fundus image. Each

ixel is represented by the responses of a gabor filter bank com-

rising of 36 filters along with their 1 st and 2 nd order deriva-

ives in the two directions resulting in a (36 × (1 + 2 + 2) = 180-

ong feature which is clustered (during training) into 60 words.

ach pixel is then represented by the nearest word index [52] to

btain T . The filter bank consists of gabor filters in 6 orientations

{0, 30, 60, 90, 120, 150} degrees) at 6 scales ( σ = { 0 . 04 × 1 . 6 s |
 ≤ s ≤ 5 , s ∈ Z} ) with the aspect ratio and wavelength fixed at 0.5

nd 

σ
0 . 56 respectively. 

The depth feature is obtained by representing each pixel loca-

ion by a 3-D depth feature vector f d obtained by concatenating the

T depth d oct along with it’s gradients ∂d oct 
∂x 

, 
∂d oct 
∂y 

. A patch-level ag-

regation of f d results in the depth feature q i ∈ R 192 . 

The publicly available INSPIRE dataset [38] is used to train our

epth estimation method which provides the corresponding depth

ap d oct for each fundus image as the GT. In INSPIRE, the depth

aps were computed by additionally collecting the 3D OCT im-

ges corresponding to each fundus image. The depth of the retinal

urface was extracted from the OCT and manually registered to the

undus image. 

Thus, M image patches, are represented in the appearance and

epth space by matrices P and Q whose M columns are p and q ,
i i 
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Fig. 4. The parameterization and graphical model representation of OD-OC bound- 

aries. 
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espectively. The patch features yield a more robust representation

elative to the individual pixel-level depth estimates. The dimen-

ionality of P and Q is jointly minimized by employing CCA [53] .

CA projects both P and Q into two separate 192-D feature spaces.

n contrast to other dimensionality reduction techniques such as

CA which can be applied to each feature space independently,

CA jointly computes a pair of basis φimg ∈ R 4 4 4 × 192 and φdepth 

 R 192 × 192 for the two feature spaces such that for each image

atch, the correlation between its appearance and the depth fea-

ure is maximized. φimg and φdepth projects P and Q to P cca = φT 
img 

.P 

nd Q cca = φT 
depth 

.Q respectively. The dimensionality reduction in

he appearance features from 4 4 4 to 192 helps to reduce the risk

f overfitting on the training data as well as decreases the memory

nd computational requirements for learning the coupled sparse

ictionaries. The dimensionality of the depth features in Q is not

educed in Q cca to enable an exact reconstruction of the depth fea-

ure vector using the inverse of the φdepth basis. 

.2.4. Coupled sparse dictionary 

The task of predicting a 192-D depth feature from the corre-

ponding appearance feature is a multi-output regression problem.

herefore, the regression based methods that predict a single out-

ut are unsuitable for this purpose. CSD provides a way to model

uch mappings and has been shown to be effective in applications

uch as image super-resolution where the image patches in a low

esolution are mapped to the corresponding image patches in the

igh resolution [54] . 

Majority of the sparse dictionary learning methods focus on

raining an over-complete dictionary in a single feature space for

arious signal recovery and recognition tasks such as image im-

ainting [55] , face recognition [56] and object tracking [57] . In

ontrast, the CSD considers two feature spaces which in our case

re the appearance and the depth feature spaces respectively. The

nknown mapping function between them is modeled by jointly

earning a separate over-complete dictionary in each feature space

uch that the sparse representation of a feature in the appearance

pace can be used to reconstruct its paired feature in the depth

pace [54] . 

Let U and V denote the two overcomplete CSD, each with 1100

ictionary atoms, in the P cca and Q cca feature space respectively.

he sparse code α is shared in the two representations: P cca ≈ U. α
nd Q cca ≈ V. α for all the training patches. Hence, estimation of U,

 is posed as 

rgmin U,V,α ‖ P cca − U.α ‖ 2 + ‖ Q cca − V.α ‖ 2 + λ. ‖ α ‖ 0 . (1)

.q. 1 can be rewritten by concatenating P and Q resulting in the

tandard sparse dictionary learning problem [54] which can be for-

ulated as 

rgmin U,V,α

∥∥∥∥
[

P cca 

Q cca 

]
−

[
U 

V 

]
.α

∥∥∥∥
2 

+ λ. ‖ α ‖ 0 . (2)

An online dictionary learning algorithm [58] was used for learn-

ng the sparse dictionary [ 
U 

V 
] ∈ R 384 ×1100 from the feature set [ 

P cca 

Q cca 
]

sing a batch size of 600, sparsity coefficient λ = 0 . 6 and max -

teration = 800 . The learnt basis is split horizontally to obtain U and

 . 

Coupled Sparse Dictionary Testing: The given test image ROI is

ensely sampled into overlapping patches which are represented

n the patch level image space by P test . The sparse code α∗ is esti-

ated by solving the LASSO optimization problem, 

∗ = argmin α|| U.α − P test || 2 2 s.t. || α|| 1 ≤ λ. (3)

he corresponding estimated depth in CCA space, Q est is then ob-

ained by projecting α onto the depth basis V using 

 est = V.α∗. (4) 
 est , is backprojected onto the CCA basis to obtain D est =
(φdepth ) 

−1 .Q est , which consists of the depth value d and its gra-

ients ∂d 
∂x 

and 

∂d 
∂y 

at each pixel. The refined depth value is taken

s the average of d and the depth estimated from 

∂d 
∂x 

and 

∂d 
∂y 

us-

ng gradient inversion method in [48] . Thus, having estimated the

epth map for a given CFI, next, we present details on how it is

sed to segment the OD and OC. 

.3. Joint OD-OC segmentation 

The proposed joint segmentation framework seeks to extract

oth the OD and OC boundaries from a given image ROI by for-

ulating it as a CRF based energy minimization problem. The OD

nd OC boundaries are modeled as concentric closed curves about

he ROI centre denoted by O : ( x o , y o ). The two curves are param-

terized by N points uniformly spaced in orientation which are

epresented in the polar coordinates by (x i n , θn ) , n ∈ { 1 , 2 , . . . , N} .
ere x i n represents the radial distance of the n th point from O ,

n = (n − 1) × 360 
N 

◦
represents its angular orientation with respect

o the horizontal and i ∈ { d, c } represents points on the OD and OC

oundary respectively. 

Each x d n and x c n is a discrete random variable that can take val-

es from the label set L = { l| 1 ≤ l ≤ R, l ∈ Z + } , where R represents

he radius of the largest circle that can be enclosed within the ROI

nd Z + is the set of all positive integers. The set of random vari-

bles X = { x d n ; x c n } N n =1 defines a Random Field and x ∈ L 2 N denotes a

easible labeling of X obtained by assigning a label from L to each

 

i 
n . The graphical model corresponding to X is depicted in Fig. 4 ,

here each node belonging to OD and OC correspond to the ran-

om variables x d n , x c n and are color coded green and blue, respec-

ively. 

For each random variable x d n , a Disc unary term U 

d 
n (x d n = l) is

efined to capture the probability that the OD boundary passes

hrough the point (l, (n − 1) × 360 
N 

◦
) , given a set of features that

apture the gradient characteristics of OD boundary at that point.

n identical set of features is used to define the Cup Unary term

 

c 
n (x c n = l) which captures the pallor gradient at cup boundary. 

Moreover, based on the Markovian assumption, the label of

ach x i n is also considered to be dependent on its immediate neigh-

ors in the same as well as the adjacent boundary. The smooth-

ess of the OD and OC boundary is captured by the disc and cup

moothness energy terms denoted by S d p,q (x d p , x 
d 
q ) and S c p,q (x c p , x 

c 
q )

espectively. They are defined between each pair of adjacent nodes
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Fig. 5. OD regions from 3 sample images (column a). Corresponding depth esti- 

mates are shown as greysacle image and topographical maps with input image 

wrapped onto depth surface. Columns b and c are ground truth; Columns d and 

e are computed results. 
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( p, q ) lying in the OD or OC boundary. A disc-cup interaction term

S d−c 
n (x d n , x 

c 
n ) is defined between the corresponding nodes across the

two boundaries that lie in the same orientation to capture the rel-

ative drop in the depth between the OD and OC boundaries. Thus,

the CRF energy E ( X ) is defined as 

argmin x E(x ) = 

N ∑ 

n =1 

U 

d 
n (x d n ) + λ1 

∑ 

p,q ∈ N d 
S d p,q (x d p , x 

d 
q ) 

+ λ2 

N ∑ 

n =1 

U 

c 
n (x c n ) + λ3 

∑ 

p,q ∈ N c 
S c p,q (x c p , x 

c 
q ) 

+ λ4 

N ∑ 

n =1 

S d−c 
n (x d n , x 

c 
n ) , 

(5)

where N d and N c represents the set of adjacent pair of nodes

in the OD and OC boundaries respectively and defined as N i =
{ (x i 

k 
, x i 

mod(k,N)+1 
) | 1 ≤ k ≤ N} . The labeling x that maximizes E ( x )

corresponds to the desired segmentation. During implementation,

e.q. 5 is solved using the Sequential Tree-Reweighted Message

Passing algorithm in [59] . The details of the various energy terms

are described below. 

Disc and cup Unary Terms: We denote the probability that the

pixel at a distance of l in the direction θn lies on the OD and OC

boundary by P d n ( 
�
 f n,l ) and P c n ( 

�
 f n,l ) respectively. The feature �

 f n,l ex-

tracted at each pixel, consists of the color gradients computed along

the radial direction θn in a 31 × 31 neighborhood in R of RGB, V of

HSV, and all 3 color channels in YCbCr color space respectively. The

gradient values along each radial direction are further normalized

to [0,1]. Since, E ( X ) is to be minimized, we define the unary terms

 

d 
n (x d n = l) and U 

c 
n (x d n = l) to be inversely related to the probability

as 

U 

d 
n (x d n = l) = 1 − P d n ( 

�
 f n,l ) and 

 

c 
n (x c n = l) = 1 − P c n ( 

�
 f n,l ) . 

(6)

Smoothness terms: The smoothness terms S d and S c are defined us-

ing the probability distribution function (pdf) of the distance be-

tween the adjacent boundary points as 

S d p,q (x d p = l, x d q = m ) = 1 − P (p,q ) 
d 

(| l − m | ) and 

S c p,q (x c p = l, x c q = m ) = 1 − P (p,q ) 
c (| l − m | ) . (7)

P 
(p,q ) 
d 

and P 
(p,q ) 
c represents the pdf of the spatial variation in

the adjacent nodes, (x d p , x 
d 
q ) ∈ N d and (x c p , x 

c 
q ) ∈ N d on OD and OC

boundary respectively. 

Disc-Cup interaction term: This pairwise term captures the re-

lationship between corresponding landmark points on the disc x d n 

and the cup x c n along θn . A radial profile of length R is extracted

from the estimated depth map D along θn and normalized in the

range [0, 1] such that the deepest point has a depth of 1. Rather

than using an empirical ratio for the drop in depth (for e.g., one-

third was used in [29] ), we learn its pdf (one for each direction)

from the training data. Thus, the disc-cup interaction term is de-

fined as 

S d−c 
n (x d n , x 

c 
n ) = 

{
1 − P d n (D (x d n ) − D (x c n )) , if x d n ≥ x c n 
∞ , otherwise , 

(8)

where P d n models the drop in depth D (x d n ) − D (x c n ) between OD and

cup boundary in the n th direction. Configurations in which the ra-

dial distance of cup landmark x c n exceeds that of the corresponding

disc landmark x d n are infeasible because OC always lies within the

disc. This is ensured by assigning ∞ to such disc-cup interaction

terms. 

The pdfs in Eqs. (6) –(8) are modeled independently using sep-

arate GMMs (multivariate, in the case of unary terms) and learnt
rom expert-marked OD and OC boundaries in the training images

sing Expectation-Maximization. The optimal number of Gaussians

n the GMMs are selected by maximizing the Akaike Information

riterion [51] by searching in the range between 1 and 5. 

. Results 

The supervised depth estimation method is evaluated in

ection 5.1 . Various experiments to evaluate the joint OD-OC seg-

entation is presented in Section 5.2 . This includes a compari-

on with other state of the art methods (5.2.2); errors in computed

DR (5.2.3) and the rim thickness error across sectors (5.2.4). The

tility of the segmentation in glaucoma detection is evaluated in

ection 5.3 . 

.1. Evaluation of depth estimation 

Since, OC boundary is primarily defined by the relative drop in

epth values, depth maps defined up to an arbitrary scale factor

ontain sufficient information for cup segmentation. Moreover, the

round-truth depth maps in the INSPIRE dataset used in our eval-

ation are normalized to [0,255]. Hence, Pearson product-moment

orrelation coefficient ρ is used for assessment. ρ ∈ [ −1 , 1] where

1 (or 1) indicates a total negative (or positive) correlation while

 indicates no correlation. It is defined as 

(d, D ) = 

∑ 

m 

∑ 

n (d m,n − d̄ )(D m,n − D̄ ) √ 

( 
∑ 

m 

∑ 

n (d m,n − d̄ )) 2 ( 
∑ 

m 

∑ 

n (D m,n − D̄ )) 2 
, (9)

here d (or D ) denotes the computed (or GT) depth map with

ean d̄ ( ̄D ) and m, n denote pixel locations. Due to a limited data

vailability, Leave-One-Out cross-validation was employed for eva-

utation, using 29 images to train and 1 image to test in each fold.

ualitative results are depicted in Fig. 5 where darker pixels in the

 nd and 4 th columns indicate higher depth values. Depth estima-

ion using SFS alone performs better than mapping color inten-

ities directly to corresponding depth values using GMM with a

ean/std. ρ of 0.76/0.13 and 0.72/0.13 respectively. The proposed

ethod which combines cues from SFS, GMM based depth from

olor and texture features by the coupled training further improves

he depth estimation with a ρ of 0.80/0.12. 

The proposed CSD based method was benchmarked against L2-

ormalized ridge regression that maps the appearance features to

orresponding depth values at the central pixel location in each

atch. The method resulted in a ρ of 0.77/0.14 in comparison to

.80/0.12 obtained by the proposed method. The better perfor-

ance of the CSD based method can be attributed to the fact that
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Table 2 

Segmentation performance on DRISHTI-GS1. 

Method Training Testing 

OD Cup OD Cup 

Dice BLE Dice BLE Dice BLE Dice BLE 

Sequential approaches 

Vessel Bend [20] 0.96/0.05 8.61/8.89 0.74/0.20 33.91/25.14 0.96/0.02 8.93/2.96 0.77/0.20 30.51/24.80 

Superpixel [26] 0.95/0.04 9.39/6.81 0.84/0.12 16.89/8.1 0.95/0.02 9.38/5.75 0.80/0.14 22.04/12.57 

Multiview [60] 0.96/0.05 8.61/8.89 0.77/0.17 24.24/16.90 0.96/0.02 8.93/2.96 0.79/0.18 25.28/18.00 

Joint approaches 

Graph cut prior [61] 0.93/0.06 12.94/11.67 0.76/0.15 29.65/ 18.01 0.94/0.06 14.74/15.66 0.77/0.16 26.70/16.67 

Proposed 0.97/0.02 6.42/3.36 0.84/0.14 17.44/12.80 0.97/0.02 6.61/3.55 0.83/0.15 18.61/13.02 
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Table 3 

Optic disc segmentation performance on 

DRIONS-DB. (mean/std). 

Dice BLE 

Walter et al. [63] 0.68/0.39 _ 

Morales et al. [62] 0.88/0.17 _ 

Morales et al. [46] 0.91/0.10 _ 

Proposed Method 0.95/0.03 2.27/1.24 

Expert 2 0.96/0.03 2.11/1.13 

Table 4 

Optic disc segmentation performance on MESSIDOR. 

(mean/std). 

Jaccard BLE 

Morales et al. [46] 0.82/0.14 _ 

Yu et al. [45] 0.84 _ 

Roychowdhury et. al. [15] 0.84 _ 

Aquino et al. [13] 0.86 _ 

Marin et al. [16] 0.87 _ 

Giachetti et al. [44] 0.88 _ 

Proposed Method 0.87/0.22 4.32/4.71 
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t allows a richer representation of the depth feature space consist-

ng of depth values as well as its gradients that capture the local

ariation at a patch level. 

.2. Evaluation of OD-OC segmentation 

.2.1. Evaluation metrics 

Both region and boundary localization based metrics are used

o evaluate the segmentation results. Dice similarity coefficient D ( X,

 ) measures the extent of overlap between the set of pixels in the

egmented region X and ground truth Y and can be defined as 

 (X, Y ) = 

2 . | X ∩ Y | 
| X | + | Y | . (10)

ince Dice coefficient is unsuitable to gauge the segmentation per-

ormance at a local (boundary) level, the average boundary distance

ocalization error ( BLE ) is also employed to measure the distance

in pixels) between the computed ( C o ) and GT ( C g ) boundaries. It

s defined as 

LE (C g , C o ) = 

1 

n 

θn ∑ 

θ=1 

| r g 
θ

− r o θ | , (11)

here r ◦
θ

( r 
g 

θ
) denotes the radial euclidean distance of the esti-

ated (GT) boundary point from the centroid of the GT in the di-

ection θ ; 24 equi-spaced points were considered in the evaluation.

he desirable value for BLE is 0. 

.2.2. Benchmarking against state of the art 

The segmentation performance of the proposed method was

ompared with 4 other methods on DRISHTI-GS1. Sample qualita-

ive results are shown in Fig. 6 . Quantitative results are presented

n Table 2 . The best figures for Dice and BLE are shown in bold

onts. The proposed method is seen to achieve the best figures

onsistently. The exception is [26] which achieves the best figures

or OC segmentation on the training set, which however, degrades

n the Test set. The high dimensionality (1025) feature-based su-

erpixel method [26] tends to overfit the training data. The next

est-performing method is the depth-based method in [60] . This

owever, requires two CFIs per eye (during train and test phase)

nlike our method which requires single CFI per eye during test-

ng, thus, providing significant advantage. [61] also adopts a joint

D-OC segmentation framework but treats it as a pixel labeling

roblem. It requires direct edges in a 15 pixel neighborhood for

ach pixel and doesnot consider depth information. In contrast,

he proposed method uses a boundary based formulation requir-

ng labeling of only 72 landmark points and lends a natural way to

odel the depth-based inter-dependence between OD and OC by

6 edges (OD-cup interaction term) resulting in improvement in

peed as well as accuracy as seen in the results of [61] on DRISHTI-

S1 in Fig. 6 and Table 2 . 
Our method also outperforms the recent methods in [21,36] on

D segmentation and is comparable to [36] on the OC segmen-

ation task. The unsupervised active disc energy based method

n [21] reported a dice of 0.91 for OD on the combined training

nd test set of DRISHTI-GS1. The deep convolution network based

ethod in [36] achieved a dice coefficient of 0.95 for OD and 0.83

or OC respectively using a five fold cross-validation on the training

et of DRISHTI-GS1. While the performance of [36] for OC segmen-

ation is comparable to our method on the training set, its perfor-

ance on the test set is not available for comparison. 

The OD segmentation results of the proposed method has also

een reported on DRIONS-DB in Table 3 and MESSIDOR in Table 4 .

hough the proposed method jointly computes both OD and OC

egments, the accuracy of OC could not be evaluated on these

atasets in the absence of ground truth cup markings. The re-

ults reported in [13,15,16,44–46,62,63] have been reproduced in

ables 3 and 4 to benchmark the performance of the proposed

ethod. While Dice coefficient was used as the region-based met-

ic for DRIONS-DB, Jaccard similarity coefficient J was used for

ESSIDOR following the norms of the previously published results

or a direct comparison. J also measures the extent of overlap be-

ween the set of pixels in the segmented region X and ground

ruth Y as 

(X, Y ) = 

| X ∩ Y | 
| X ∪ Y | . (12)

n DRIONS-DB, the proposed method outperforms the state of the

rt and performs comparably to human experts, while in MESSI-

OR, the performance is comparable to other state of the art meth-

ds. 



58 A. Chakravarty, J. Sivaswamy / Computer Methods and Programs in Biomedicine 147 (2017) 51–61 

Fig. 6. Qualitative results on some challenging cases. Disc and cup boundaries are depicted in green and blue respectively. (a) cropped region around OD; (b) Ground Truth; 

Results of (c) Proposed Method; (d) Superpixel based [26] ; (e) Multiview [60] (f) Graph Cut prior [61] (g) Vessel bend [20] . (For interpretation of the references to color in 

this figure legend, the reader is referred to the web version of this article.) 

Fig. 7. Box and whisker plots of the distribution of CDR values estimated with the 

proposed method. 

 

 

 

 

 

 

 

Table 5 

CDR errors (mean/std.) for the proposed method. 

Normal Glaucoma Combined 

DRISHTI-GS1 Train Set 

Proposed Method 0.11/0.11 0.07/0.05 0.08/0.08 

DRISHTI-GS1 Test Set 

Proposed Method 0.14/0.15 0.06/0.05 0.08/0.09 

Dataset-1 

Proposed Method 0.16/0.19 0.16/0.24 0.16/0.20 

Expert 1 0.05/ 0.03 0.03 / 0.03 0.04/ 0.03 
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5.2.3. CDR analysis 

Vertical CDR is a key metric widely used in clinical assessment

of glaucoma. The proposed method was evaluated on 2 datasets:

DRISHTI-GS1 and Dataset-1. For Dataset 1, corresponding OCT re-

ports were also available and used as Gold standard. The range of

estimated CDR values is plotted in Fig. 7 . While the median CDR

values for the 2 classes are well separated (0.6 versus 0.75), for

both datasets, the standard deviation is higher for Dataset-1. While
 clear separation between the 2 classes cannot be obtained from

he estimated CDR alone, it can act as a useful feature in auto-

ated glaucoma classification. The mean and standard deviation

f absolute error in estimated CDR are listed in Table 5 . The pro-

osed method had an overall mean error of 0.08 in DRISHTI-GS1

hich increases to 0.16 when compared to OCT based Gold stan-

ard in Dataset-1. In comparison, human experts achieved a better

stimate of CDR against the Gold standard with a mean error of

.04. 
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Fig. 8. Rim thickness error distribution across all sectors. 

5

 

O  

n  

a  

l  

w  

f  

a  

a  

b  

o  

r

5

 

c  

t  

s  

f  

t  

(  

;  

t  

a  

d  

(  

v  

a  

w  

s

0  

±
s  

c

6

 

m  

t  

c  

t  

p  

t  

Fig. 9. ROC curves of glaucoma classification on RIM-ONE v2 for five fold cross- 

validation. Solid and Dotted lines indicate performance obtained using 14-D feature 

and CDR alone respectively. 
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.2.4. Analysis of rim thickness 

The distribution of the overall rim thickness along all sectors of

D also plays an important role in glaucoma diagnosis. Rim thick-

ess ratio (RTR) is defined as the ratio of cup radius to disc radius

long different orientation angles about the OD center. The abso-

ute error in RTR between the estimated and GT segmentations

as evaluated. The overall mean/std. in RTR error was 0.102/0.098

or the Test set and 0.096/0.094 for Training set of DRISHTI-GS1

cross all orientations. Fig. 8 . depicts the distribution of RTR error

cross 360 ° , 4 ° apart. The smooth trend indicates a lack of regional

ias in rim thickness error as opposed to vessel-kink based meth-

ds which tend to be more erroneous in the nasal and temporal

egions due to absence of vessels in these sectors. 

.3. Glaucoma screening 

The utility of our segmentation method in the detection of glau-

oma was evaluated on RIM-ONE v2. The OD-OC segmentations for

he 455 images in RIM-ONE was obtained by training the proposed

ystem on DRISHTI-GS1. Thereafter, a 14D feature was extracted

rom the segmentations: (a) vertical CDR and rim to disc area ra-

io; (b) vertical OD diameter; (c) ratio of horizontal to vertical CDR

d) 6 features computed by 
r i −r j 
σi + σ j 

with i � = j and ( i, j ) ∈ {( I, S, N, T )}

 e) σ ( r k )with k ∈ { I N , I T , S N , S T } to capture local deformations in

hese sectors. I, S, N and T represents the Inferior, Superior, Nasal

nd temporal sectors of OD (see Fig. 1 (a)), which are further sub-

ivided into Inferio-nasal ( I N ), inferio-temporal ( I T ), superio-nasal

 S N ), superio-temporal ( S T ) quadrants. The mean and standard de-

iation of the rim thickness between the OD and OC boundaries

re denoted by r i and σ i respectively. A five fold cross-validation

as performed using SVM with RBF kernel as the classifier. The

ystem achieved an average area under the curve (AUC) of 0.85 ±
.04 and an average accuracy of 0.77 ± 0.02 . AUC decreases to 0.71

0.03 with only CDR, indicating that accurate segmentation in all 

ectors is critical to improve the classification performance . The ROC

urves of the 5 folds is shown in Fig. 9 . 

. Discussion 

In this work, a joint boundary based OD-OC segmentation for-

ulation is proposed that explicitly models the drop in depth be-

ween the two boundaries. In the absence of true depth in 2D

olor fundus images, a supervised method is employed to estimate

he depth from the image appearance. The proposed method out-

erformed several existing methods on the task of OC segmenta-

ion in the DRISHTI-GS1 dataset. For OD segmentation, the pro-
osed method outperformed the existing methods on DRIONSDB

nd DRISHTI-GS1, while the performance was comparable to the

tate of the art on the MESSIDOR dataset. However, in terms of er-

or in CDR estimates, a human expert was found to surpass our

ethod’s performance against the OCT based Gold standard, indi-

ating a scope for further improvement. An analysis of the rim-

hickness error across all directions did not indicate any sector-

ise regional bias in the segmentation accuracy. A set of features

xtracted from the OD-OC segmentation was able to achieve an

UC of 0.85 on the task of glaucoma classification on the RIM-

NE dataset indicating the potential use of the proposed method

n glaucoma screening. 

The proposed method has been implemented in Matlab and it

akes an average of 9.3 s per image to obtain OD and OC segmen-

ations on a 3 Ghz, i7 processor with 8GB RAM. The parameters λ1 ,

, λ and λ in Eq. (5) control the relative weights of the unary,
2 3 4 
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Table 6 

Analysis of Energy terms: λ1 , λ2 , λ3 , λ4 are weights associated with the disc 

smoothness term ( λ1 ), cup data term ( λ2 ), cup smoothness term ( λ3 ) and the 

OD-OC interaction term ( λ4 ). 

( λ1 , λ2 , λ3 , λ4 ) Train Test 

Dice BLE Dice BLE 

OD Segmentation 

A:(0, 0, 0, 0) 0.96/0.02 6.84/3.17 0.96/0.02 7.97/4.92 

B:(1, 0, 0, 0) 0.97/0.02 6.41/3.37 0.97/0.02 6.64/3.55 

C:(0, 0.1, 1, 0.1) 0.96/0.02 6.87/3.17 0.96/0.02 7.90/4.80 

D:(1, 0.1, 1, 0.1) 0.97/0.02 6.42/3.36 0.97/0.02 6.61/3.55 

Cup Segmentation 

E: (1, 0.1, 1, 0.1) 0.84/0.14 17.44/12.80 0.83/0.15 18.61/13.02 

F:(1, 0.1, 1, 0) 0.77/0.23 24.64/25.52 0.70/0.27 32.32/30.27 

G: (1, 0.1, 0, 0.1) 0.78/0.09 28.73/10.83 0.74/0.12 33.96/11.65 

H: (1, 0, 1, 0.1) 0.82/0.14 20.13/13.87 0.82/0.17 21.49/16.25 
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smoothness and the disc-cup interaction terms with unit weight to

the Disc unary term. Their optimal values were determined via a

grid search over the Training set of DRISHTI-GS1. Tuning was done

by searching values in { 10 −i | − 4 ≤ i ≤ 4 , i ∈ Z} and the parameters

were finally set to (λ1 = 1 , λ2 = 0 . 1 , λ3 = 1 , λ4 = 0 . 1) . 

To analyze the impact of the various terms in Eq. (5) on OD

and OC segmentation, we performed an additional set of experi-

ments ( Table 6 ) on the DRISHTI-GS1 test set by setting the weights

of one or more of the energy terms to 0 while retaining the op-

timal weights for others. OD segmentation was analysed with pa-

rameter settings A through D . In setting A , the smoothness and

pairwise terms are set to zero and the disc unary term alone is

seen to be adequate for fairly accurate segmentation ( BLE = 7 . 97

pixels on Test set). Addition of the disc smoothness term (setting

B ) marginally improves the BLE by 1.33 pixels on the Test set. The

OD-cup interaction term has no significant impact (settings C and

D ) on OD segmentation. 

OC segmentation was analysed in settings E through H . Inclusion

of cup smoothness and OD-OC interaction terms are seen ( Table 6 )

to significantly improve segmentation performance. The Dice value

improves for these cases by 0.09 ( E versus G ) and 0.13 ( E versus

F ), while BLE is nearly halved in both cases. The cup unary term

( E versus H ) only leads to a marginal improvement. The significant

contribution from OD-OC interaction to OC segmentation indicates

that the change in depth is more reliable in defining the OC bound-

ary in comparison to the pallor edge information captured by the

cup unary term. In contrast, the OD boundary is primarily defined

by the color gradients captured by the disc unary term. 

7. Conclusions 

In this paper, we proposed a joint OD-OC segmentation frame-

work that modeled depth based interaction between the OD and

OC boundaries, using supervised depth estimates from the fun-

dus image in addition to the color gradients at the OD and pal-

lor boundaries. Despite training the supervised depth estimation

method on just 30 fundus image-depth map pairs from the IN-

SPIRE dataset, there was a good correlation between the estimated

and true depth maps (mean ρ of 0.80). 

The proposed joint segmentation method outperformed several

state of the art methods including the existing joint OD-OC seg-

mentation method in [61] for both OD and OC on multiple public

datasets. 

A comprehensive set of features derived from the OD-OC seg-

mentation was able to distinguish between the Normal and glau-

comatous images with an AUC of 0.85 on the RIM-ONE dataset.

The experiments indicated that accurate segmentation in all sec-

tors is critical for achieving good classification performance rather

than the vertical direction alone. 
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