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Abstract As large quantity of document images is getting
archived by the digital libraries, there is a need for an efficient
search strategies to make them available as per users informa-
tion need. In this paper, we propose an effective word image
matching scheme that achieves high performance in the pres-
ence of script variability, printing variation, degradation and
word-form variants. A novel partial matching algorithm is
designed for morphological matching of word form variants
in a language. We formulate feature extraction scheme that
extracts local features by scanning vertical strips of the word
image and combining them automatically based on their dis-
criminatory potential. We present detailed performance anal-
ysis of the proposed approach on English, Amharic and Hindi
documents.

Keywords Matching word images - Feature extraction -
Partial matching - Degradation models

1 Introduction

With storage becoming cheaper and imaging devices becom-
ing increasingly popular, efforts are on the way to digitize and
archive large quantity of multimedia data (text, audio, image
and video). In response, extensive research is being carried
out to make the digital content accessible to users through
indexing and retrieval of relevant documents from such col-
lection of images [3,25], text [6,9], video and audio [4,11].
Most digital libraries aim at archiving books that are not avail-
able online. Success of text image retrieval systems mainly
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depends on the performance of optical character recognition
(OCR), which convert scanned document images into texts.
For indigenous scripts of India, Ethiopia, etc., there are no
robust OCRs that can successfully recognize printed text
images of varying quality, size, style and font. Hence, we
need an alternate approach for effective access to the large
collections of document images. A promising direction is to
search for relevant documents using only image properties,
without explicit recognition.

We reported a preliminary study conducted in this direc-
tion [2], with some prior results on searching word images
using the word spotting approach. The system accepts tex-
tual query from users. The textual query is first converted
to image by rendering. We render a given text word by set-
ting font, style and point size. Features are then extracted
from this image, and search is carried out for retrieval of rel-
evant documents. Results of the search are a set of document
images that are sorted in accordance to their relevance to the
query word.

This paper presents an efficient word image matching
scheme that is crucial for content-based document image
retrieval from printed text collection. The major contribu-
tions are the following.

— Designing an innovative matching scheme for grouping
together morphological variants of a word in a given lan-
guage without an explicit textual representation. We dem-
onstrate effective use of the matching algorithm for word
images, which is flexible enough to compensate for mor-
phological variants of a word. We present the matching
algorithm in Sect. 4.

— Proposing a feature extraction scheme that is invariant to
fonts, styles, sizes and degradations. We combine auto-
matically a set of local features based on their discrimina-
tory potential. The feature extraction scheme is effective
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for representation of word images as discussed in
Sect. 5.3. We argue that good performance can be obtained
with the help of the combined local features.

We undertake extensive experiment to evaluate the effec-
tiveness of the proposed approach. Results are demonstrated
on English, Hindi and Amharic languages. Retrieval effec-
tiveness measures such as recall, precision and F score are
used to analyze the performance of the feature extraction and
matching schemes.

2 Matching and retrieval from document collections

With the emergence of many digital libraries, document
images are gaining popularity as an information source.
Hence, access to the contents of the document image data-
base is an important and a challenging problem in document
image processing. A comprehensive review on the indexing
and retrieval methods for document images is presented by
Doermann [9]. This review focuses on the research issues
when the documents are represented as text with the help
of OCRs. In addition, a survey is made available on current
trends of document image retrieval in digital libraries [21].
The main attempts are grouped into retrieval without recog-
nition and recognition-based retrieval.

A number of works have been reported for retrieval from
OCR documents [5,13,14,26]. Retrieval performance is
shown to deteriorate significantly over scanned data with
a character error rate greater than 5%. A preprocessor is
mostly followed to improve errors in OCR texts and also
to augment queries with terms which can be derived from
original scanned text. An advancement is significantly made
for retrieval from OCR English texts, but non-English text is
far from solved [5]. A combination of more accurate OCR
and more robust IR is still required. As a result, there is
an increasing focus on retrieval without recognition, espe-
cially from poor quality document collections where OCR
engines mostly fail. Word level image matching and retrieval
has been attempted for printed [7,19,22,27,28,30] and hand-
written [15,23,31] documents.

For printed documents, Chaudhury et al. [7] proposed a
method to query documents at word level by exploiting the
structural characteristics of the Indian scripts. They employed
geometric feature graphs for representation, and suffix trees
for indexing the printed text. Trenkle and Vogt [28] pre-
sented a preliminary experimental result on word-level image
matching, where a query word is expanded to include its font
variations. For each word image, features are extracted and a
matching technique is employed for measuring the similarity
between keyword and candidate words.

An attempt for document image retrieval based on word
spotting is presented in [30]. The proposed technique
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addresses web document image retrieval problem by apply-
ing exact word matching procedure for indexing documents
and using word-images as queries for searching. Further work
on retrieval from printed document images is also reported
by [18,27]. In [18], an efficient scheme for indexing docu-
ment images is proposed based on a content sensitive hashing
scheme. After document images are segmented into charac-
ters, features, such as the vertical and horizontal traverse den-
sities are extracted and an n-gram-based document vector is
constructed to measure similarity between documents using
the dot product technique. Lu and Tan [19] proposed an inex-
act string matching technique to handle the problem of heav-
ily touching characters and kerning during document image
retrieval. After word images are represented by a primitive
string, the proposed technique matches partial word images
to estimate how a word image is relevant to the other and
decide whether one word is a portion of the other.

The retrieval of historical printed documents is also
attempted in [1,16,22]. Konidaris et al. [16] proposed a
technique for word spotting in old Greek early Christian
manuscripts. The aim is to search for keywords typed by the
user in a large collection of digitized historical printed docu-
ments in which the retrieval result is optimized by user feed-
back. A method for retrieval of Ottoman documents based
on word matching is reported by Ataer and Duygulu [1]. A
hierarchical matching technique is designed to find similar
instances of the word images. The matching method con-
secutively tests length similarity and similarity of quantized
vertical projection profiles for the entire words, as well as for
the ascender and descender part of the words. The work of
Marinai et al. [22] presented word-level indexing of printed
documents in the seventeenth to nineteenth centuries. The
proposed approach indexes homogeneous document collec-
tions by automatically adapting to documents that vary in
scripts and font styles. Unsupervised character clustering is
done using self-organizing maps (SOM).

Matching and retrieval of word images from handwritten
manuscripts using the word spotting idea was initially pro-
posed by Manmatha and Croft [20]. The approach segmented
pages into words and matched these words to retrieve relevant
ones to a given query. An attempt is also made to select suit-
able features for matching handwritten word images [23].
Some of the considered features are single-valued features
(such as profiles and gray-scale variance) for which one
scalar value is calculated per column in the original image.
Others are multivariate features (such as Gaussian smooth-
ing and Gaussian derivatives) for which multiple values are
calculated per image column. The work of Rath and
Manmatha [24] discussed the problem of matching handwrit-
ten words in historical documents. By evaluating different
matching techniques, they proposed dynamic time
warping (DTW) for matching and retrieval of handwritten
document images. Jain and Namboodiri [15] reported
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Fig. 1 a Sample real-life
printed documents,

b a particular root word,

and ¢ some of the word form
variants in the document

Fig. 2 a Samples of real-life
printed documents, b some of
the degraded words
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DTW-based word-spotting algorithm for indexing and
retrieval of online documents. Handwritten word image
matching using gradient-based binary features is also pre-
sented [31]. By extracting binary features, correlation-based
similarity measure is used for matching word images.

The main challenge with handwritten document retrieval
is the writing variations. Correlation or DTW-based word
image matching algorithms are designed to find exact mat-
ches to the query word and retrieve relevant documents in the
presence of writing variations in the handwritten text. How-
ever, designing word-level matching scheme for searching in
handwritten and printed document images faces many chal-
lenges and requires a thorough investigation and experimen-
tal analysis.

In this paper, we identify the various challenges in match-
ing word images from printed documents as described below.

— Language variability: Each language has its own lan-
guage rules, depending on which different morphological
variants of a word are generated (see Fig. 1). To address
this problem, we enable existing matching algorithm to
perform morphological analysis in the image domain.

— Degradation and printing variations: Printed documents
are often poor in quality. Figure 2 shows sample real-
life document images, in which degradations like salt
and pepper, cuts, blobs and erosion, could be observed.
We need to simulate them so as to design and evaluate

effective matching schemes for efficient retrieval from
degraded document collections. Printed documents are
also written in various fonts, styles and sizes. A good
matching scheme will have to take-care of these varia-
tions.

In an attempt to develop a retrieval system in the image
domain, much attention has been given to historical printed
documents, where the OCR engine fails because of degrada-
tion and unseen fonts. Most approaches that are reviewed in
this paper are useful for locating similar occurrences to the
query word. Matching algorithms (such as DTW and correla-
tion) are used for direct matching, which restricts searching
for variants of a query word in the document collections. This
way of searching has an adverse effect on the recall of the
search engine.

The existence of language variabilities in a document
results in the appearance of various word forms with the
same meaning. As shown in Fig. 1, a word ‘network’ has
many variants. When users query for document using this
word they should retrieve documents that contain ‘networks’,
‘networked’, ‘networking’, etc. Users expect the document
image retrieval system to provide the same convenience as it
has been done effectively by text search engines. Most exist-
ing matching schemes fail to perform well in this situation.
The ability to deal with these issues is crucial for effective
matching scheme. We design partial matching scheme that is
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flexible enough to control morphological variants of a word
image.

3 Challenges for information retrieval from printed
document images

Most printed books, manuscripts, newspapers, etc. that are
archived in digital libraries are poor in quality, vary in print-
ing and have word form variants. Indexing and retrieval of
document images is a great challenge in this situation.

3.1 Modeling degradation in printed document

There are a number of artifacts in printed document images.
Some of these are the following: (a) large ink-blobs joining
disjoint characters or components, (b) cuts at arbitrary direc-
tion due to paper quality or foreign material, (c) erosion of
black/white pixels from foreground/background, (d) degra-
dation of printed text due to the poor quality of paper and
ink, and (e) floating ink from facing pages.

Modeling document degradations enable us to closely
examine the performance of matching scheme. We consider
four categories of degradations that are commonly observed
in printed documents. In this work, we model salt and pep-
per, cuts and blobs, in addition to erosion of boundary pixels
simulated by Zheng and Kanungo [32]. Using these degra-
dation models, we collect datasets of word images printed
in Amharic, Hindi and English languages. Sample words are
shown in Fig. 3. By varying parameter values, we generate
datasets that mimic various levels of degradations in real-life,
scanned document images. In Sect. 5, we use these datasets
to analyze systematically the performance of features and
matching schemes.

Printing variations: For printing in a specific script, there
are different fonts, sizes and styles available for use. Hindji,
Amharic and English use a number of fonts, each of them
offering several stylistic variants and font sizes. These fonts,
styles and sizes produce texts that greatly vary in their appear-
ances (i.e. in size, shape, quality, etc.) in printed documents.

& | et | Bodos |collect
oEnT | OB | chasses
wERRS | TG system
bbb | eSS | abacus

Fig. 3 Sample Hindi, Amharic, Telugu and English word images
degraded with cuts, blobs, salt and pepper, and erosion of edge pix-
els (as shown from fop to bottom row-wise)
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We need to select suitable features that are invariant to print-
ing variations.

3.2 Language variabilities

Different languages have their own language rules for forma-
tion of words from meaningful stems. On the basis of these
rules, words with the same meaning may appear in various
forms within texts. Hindi, Amharic and English are highly
inflected languages which utilizes prefixes and suffixes to
form words and to express grammatical relations. Words can
be inflected for tense (present, future, and past), person (first,
second, and third), gender (male and female), number (sin-
gular and plural) and/or case (direct, oblique, and vocative).
Ambaric and Hindi are verb-final languages, in which modi-
fiers usually precede the nouns they modify. Unlike the word
order, subject—verb—object in English sentences, the typical
word order in Amharic and Hindi is Subject—object—verb.

English verbs are marked in the third person (he, she and
it), like he sits. Most English verbs express tense through the
use of various combinations of the auxiliary verbs ‘be’ and
‘have + main verb’. English has regular verbs that add *-ed’ or
‘-en’ to form the past tense, e.g., walk—walked, and irregular
verbs that undergo internal vowel changes, e.g., drink—drank.
English nouns are marked for numbers such as singular and
plural. Possession is expressed by ‘-s’, e.g., mother’s.

Hindi verbs usually consist of a verb stem followed by
an auxiliary verb, which is analogous to English word ‘go-
ing’, except that the order is reversed. Hindi verbs occur in
the following forms: root (kha ‘eat’), imperfect stem (khat-
A), perfect stem (khayA), and infinitive (khanA). The stems
usually agree with nouns in gender and number. Tense dis-
tinction of present versus past is expressed by the auxiliary
verb (honA ‘to be’). All nouns are assigned gender (mascu-
line or feminine).

In Ambharic, a verb form has one or more suffixes and
prefixes, agreeing with the subject and object of the verb.
Verb forms are derived by applying vowels and suffixes to
the roots. Sometimes, consonants are geminated (doubled).
There are at least ten different classes of verbs, each modi-
fying its stem in a number of different ways. Amharic nouns
take suffixes indicating possession, plural, and other gram-
matical functions. Amharic nouns are marked for genders,
male and female. The female gender can be used to express
smallness, e.g. ‘bet-itu’ (small house), bet-, ‘house’ and fem-
inine marker -itu. Amharic nouns have singular and plural
numbers. Plural is marked by the suffix ‘-oc’.

One of the main challenges in searching for relevant doc-
ument using query words is the existence of word-form vari-
ants. The exact word that is present in the document being
searched is a variant of the query word. As can be observed
from language rules, there are two possible variants of a
word: (i) word form variation and (ii) synonymous words
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(words with the same meaning). For instance, for the query
word ‘direct’, word-form variations include ‘directs’, ‘direct-
ing’, ‘redirected’, etc., where as, synonymous words include
‘lead’, ‘organize’ and ‘guide’ depending on the context.
Addressing the second type of variation needs knowledge
of the contextual meaning of the word and is beyond the
scope of the present work. Here we address the first prob-
lem, namely, word-form variations.

In the text domain, most of the variations of word forms
obey the language rules. A range of computational techniques
are used for analyzing and representing written text in a lan-
guage at one or more levels of linguistic analysis (such as
morphological, syntactic, semantic, or pragmatic).

Morphological analysis identifies word-stem from a full
word-form with the assumption that word variants have sim-
ilar semantic interpretations. In the text-domain, a number of
stemming algorithms have been developed to reduce a word
to its stem or root form. Text-based search engines use this
information to identify word form variants. However, for doc-
ument-image retrieval, this information is not directly usable.
There is a need to design a matching scheme that identifies
word variants independent of language specific cases.

4 Morphological matching in the image domain

Language variabilities with in a document are unavoidable
as they are constructed based on language rules. We attempt
to mimic morphological analysis for matching a given word
against its variants in the image domain.

4.1 Feature extraction methods

Feature extraction is the problem of gathering information
from raw data, which is most relevant for a given applica-
tion. Many different features have been employed in image
processing and pattern recognition for representation of doc-
ument images [10,12]. We experiment here with three cat-
egories of features: word profiles, moments and transform
domain representations.

Word profiles provide a coarse way of representing word
images for matching. Projection, transition, upper and lower
profiles are features considered here for the representation
of word images. While projection (F) and transition (F>)
profiles capture the distribution of ink along one of the two
dimensions in a word image, upper (F3) and lower (F4) word
profiles capture part of the outlining shape of a word. These
features were employed for matching handwritten words
[24]. To measure the distance between the upper and lower
boundary of the word image, vertical distance (F5s) is used.

Moment-based features are computed for analyzing the
shape of word images, where each order of moment has dif-
ferent information for the same image. In this paper, we

employ statistical moments [such as mean (Fg), standard
deviation (F7) and skew (Fg)] and region-based moments
[such as the zeroth-order Mg (F9) and first-order Mgy (F1g)
moments].

Statistical moments measure the central tendency and
distribution of ink pixels in word images. Region-based
moments represent the entire shape region by describing the
considered region using the pixels contained in that region.
The knowledge of these moments can be used to calculate
central moments, like cmqy (F11) that computes squared dis-
tance from the y component of the mean.

A compact representation of a series of observations is
possible in a transform domain using fewer coefficients. In
this paper, we use discrete Fourier descriptors (F,) for word
shape representation. We compute N Fourier descriptors,
G@),i =0,1,2,..., N — 1, following the vertical strips
of the word image, where N is width of the word.

These features are either local or global features [29].
Local features represent a distinguishable small area of a
region by extracting a sequence of features from sub-parts
of the object. Whereas global features consider all points
to describe some characteristics of the object such that one
value is computed for representation.

4.2 Matching algorithms

Good matching performance can be achieved by a technique
that aligns and finds the best match between pairs of queried
and referenced word images [24]. In this respect, matching
algorithms, such as cross correlation and dynamic time warp-
ing (DTW), have a great advantage in aligning and compar-
ing word images with different sizes. Cross correlation is a
statistical measure of how closely two signals are related [8].

The correlation function compares sequences of feature
vectors of two word images by aligning them against each
other, and at each position the correlation coefficient between
the corresponding pairs of feature vectors of the two word
images is computed. Optimal matching score gives a dissim-
ilarity measure for the two aligned images. For decision pur-
pose, the maximum of the resulting correlation score defines
the best match.

Dynamic time warping (DTW) is a dynamic programming
based approach [24] which is used to align sets of sequences
of feature vectors and compute a similarity measure. Let two
word images (say their moment) be represented as a sequence
of features G = G1, Gz, ...,Gmand H = Hy, Hy, ..., Hy.
The DTW-cost between these two sequences is D(M, N),
where M and N are the lengths of the two sequences, which
is calculated using the recurrence equation:

Di—1,j—1)
DG, j)=min} DG, j—1)  +dG, ) 1
D(i — 1.j)
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where d (i, j) is the cost in aligning the ith element of G with
the jth element of H. Squared Euclidean distance is used
to compute d(i, j). Theuse of D(i, j — 1), D(i — 1, j) and
D(@i — 1, j — 1) in the calculation of D(i, j) realizes a local
continuity constraint. The optimal warping path (OWP) is
the cheapest one with minimum distance, among all available
paths in the DTW matching space, that runs from D(0, 0) to
D (M, N) with length L. It is defined as

OWP(G, H) = argmin cost(W;) )
1

where W; is a specific warping path of length L in the match-
ing space. The matching cost D(M, N) is normalized by the
length of the optimal warping path to reduce the effect of
word size variations during alignment.

The scenario of alignment of sequences of features of two
words using DTW is shown in Figs. 4a and 5a. Once the
matching process of two words is completed, we recover the
optimal cost path from DTW matching space. A simple plot
for matching profiles of two words is shown in Figs. 4b and
5b. The scenario depicts the optimal warping path (OWP)
recovered with least matching cost.

direct

direct

redirected redirected

(a) (b)

Fig. 4 Matching words using DTW. a Alignment of upper profiles of
two English words, b the optimal matching path

(D~ P e U

fimt |
P @ g = C 3 ?m(gr@g

(a)

Fig. 5 Matching Ambharic words using DTW. a Alignment of upper
profiles of two words, b the optimal warping path
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Algorithm 1 Morphological Matching

1: Partition the warping path ((with length L)) into three regions of
length k (L/3) each: beginning, middle and end.

2: fori =1tokdo

3: if there is matching cost concentration at the beginning.

4: reduce extra cost from the total matching score.

5: else break.

6: end for

7: for i = L down to 2k do

8: if there is matching cost concentration in the end.

9: reduce extra cost from the total matching score.
10:  else break.
11: end for

12: Normalize the matching score by the length of the optimal warping
path.

4.3 Morphological matching to detect word forms

Most existing matching algorithms might be efficient for
searching an exact match to a query word. However, the
retrieval process for a good search engine is more involved
than the simple word-level matching. Due to language var-
iability, a word, with similar meanings, usually appears in
various forms. This requires a method to conflate morpho-
logical variants of a word into a common stem [17]. In the
text domain, variation of word forms may obey the language
rules. Text search engines use this information to identify
variants of a word and group them together. However, for
document-image retrieval, this information is not directly
usable.

We propose DTW-based partial matching technique that
takes care of word form variations in the beginning and at the
end. We follow Algorithm 1 for grouping word form varia-
tions. A close observation of the OWP shows that for word
variants the DTW path deviates from the diagonal either in
the horizontal or in the vertical directions from the beginning
or end of the path. Note that, as the DTW path deviates from
the diagonal line, the matching cost increases tremendously.
For example, Fig. 4b presents the matching scenario of the
root word (‘direct’) with its variant (‘redirected’), in which
the optimal path deviates from the diagonal line at the two
extreme ends. This is because of the extra characters ‘re” and
‘ed’” in the word ‘redirected’. Profiles of these extra charac-
ters have no or minimal contribution for measuring similarity
of the two words and, hence their cost needs to be cut from
the total matching score.

To this end, we analyze whether the dissimilarity between
words is concentrated at the end, in the beginning or both.
This involves partitioning the optimal warping path into three
regions (beginning, middle and end) and checking the match-
ing score at the two extremes (beginning and end). In Fig. 4b,
itis observed that characters ‘re’ in the beginning and ‘ed’ at
the end of the word ’redirected’ are get matched with char-
acters ‘d’ and ‘t’ of the word ‘direct’. Due to this, there is
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an alignment concentration at the beginning and end (see
Fig. 4a), such that local matching cost is very high relative
to other points. This increases the total matching score of the
two words. We ignore the additional cost at the two extremes,
reducing the total matching score. For instance, for a query
word ‘direct’, the matching scores of the referenced words
‘indirect’ and ‘redirected’ are only the matching of the six
characters, ‘d-i-r-e-c-t’, of both words.

Once an optimal sub-path is identified, a normalized cost
corresponding to this segment is considered as the matching
score for the pair of words. With the reduction of dissimilar-
ity cost of a variant word (against its root word), we found
that a large set of words get grouped together. This increases
recall of the system during searching and retrieval.

The time complexity of the algorithm is 8 (n), where n is
the length of OWP of two words. This happens when variants
of a given word are encountered, which occurs rarely in the
collection. In most cases, no variants of a word exist and,
hence the algorithm runs in constant time, which makes it
practically applicable for searching in document images.

5 Results and discussion

In this section, we present an extensive experimental results
to evaluate the performance of the feature extraction and
matching schemes on clean and more on degraded datasets
that varies in language and printing. The experiment is under-
taken systematically; first, on clean and then on degraded data
so as to evaluate relevance of the feature extraction scheme,
and, then by mixing word images that are degraded and varies
in printing so as to measure effectiveness of morphological
matching scheme.

5.1 Datasets and performance measure

Performance analysis is greatly dependent on the dataset used
for the experiment. We prepare ground-truth word-level data-
sets in English, Hindi and Amharic languages. From each
language more than 4,000 basic word images and, an aver-
age of ten variants of each of these words are collected. These
words are degraded using the four degradation models and are
also duplicated using the specified fonts, sizes and styles in
the language. With this we have a total of more than 800,000
word images for the three languages. We use these datasets to
evaluate the performance of feature extraction and matching
schemes proposed in the present work.

Performance is measured in terms of precision (P) and
recall (R). While recall is the percentage of relevant words
that are matched from the collection, precision is the per-
centage of matched words that are relevant. Figure 6 shows
the effect of cutoff v on recall and precision. The best pos-
sible cutoff point where recall and precision cross is set

100 ~——= T
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Precision --------- =

Recall-Precision

Fig. 6 Effect of cutoff point on recall and precision. Our interest is to
arrive at a cutoff point T where recall and precision cross

automatically by linear interpolation from recall and pre-
cision curves. Recall and precision are basically inversely
related; an increase in recall is at the expense of precision
and vice versa. To select features that balance recall and pre-
cision, we compute a single score using F measure (F) [17].
F measure (F) is a weighted harmonic mean of recall (R)
and precision (P), which is expressedas F = 2RP/(R+ P).
Performance analysis shows that local features have better
representational capability as compared to global features. If
only global features are used to represent a word image, the
local features of the word are mixed together. This results in
mis-grouping of different word images, which share similar
global features, while having different local features and con-
textual information. All the analysis given in the succeeding
sections are limited to the local features.
Matching schemes: Using local features of word images, we
evaluate both cross correlation and DTW matching algo-
rithms. The average performance of the two algorithms is as
follows. While DTW register 89.58% recall, 90.81% preci-
sion and 90.19% F score, cross correlation achieves 76.43%
recall, 78.83% precision and 77.61% F score. The result
reflects that DTW out-performs cross correlation in both
recall, precision and F score. This is because cross corre-
lation is relatively sensitive to small changes in the keyword
being matched with referenced words though they are the
same. DTW, on the other hand, compensates for most of
the variations observed in printed word images during the
alignment process. We therefore propose a modified DTW
matching technique for computing similarity of word images
in printed documents.

5.2 Feature selection for matching document images

Feature selection enables to explore the usefulness of select-
ing subsets of features that together have good predictive
power. This requires a method to combine them and evaluate
their performance on a given datasets. Given n features, a
modified DTW algorithm is used to combine these features
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Table 1 Average performance of local features for English, Hindi and
Ambharic languages

Features Recall Precision F score
Fi 82.58 79.25 79.09
133 74.10 51.97 55.97
F3 62.16 61.94 60.31
Fy 74.20 74.63 72.65
Fs 82.08 80.86 79.76
Fe 82.57 79.24 79.09
Fr 56.82 54.90 53.11
Fg 39.77 50.77 43.07
Fo 79.68 70.47 72.40
Fio 81.36 62.13 66.71
Fiq 44.01 20.75 27.05
Fiy 61.19 68.70 63.68

and compute matching score, as follows.

Di—1,j—-1) n
DG, j—1) 4> dG, ) 3)
D@ —1.)) k=1

D(i, j) = min

where d (i, j) is the cost in aligning the ith and jth elements
of feature k extracted from two words.

Table 1 shows average performance of individual fea-
tures, in which vertical distance registers the highest F' score
of 79.76%. Projection profile and mean comes next with
79.09% each. Their relative good performance is attributed
to the discriminatory information contained in them. Among
the combined runs, highest F score is obtained by the fol-
lowing features. On English datasets, transition profile, lower
profile, moment My, and standard deviation register 90.05%
F score. On Hindi, transition profile, lower profile, moment
My and vertical distance result in 91.79% F score, and,
on Ambharic transition profile, lower profile, moment My
and upper profile register 92.24% F score. For all languages
combining transition profile, moment My and lower profile
performs well. The difference lies on the fourth combined

feature. For English standard deviation provides new data
to control spatial distribution and spread of ascenders and
descenders of the word. In Hindi words there is a headline
shirorekha. By measuring the distance from this line to
lower boundary, vertical distance supplies new information
for better representation. Combining upper profile with lower
profile is important to capture the outlining shape of the word
both from the top and bottom so as to separate similar look-
ing Amharic characters in a word. Thus, in general, more
than 90% F score is obtained by combined features, which
shows their high representational power than individual fea-
tures. In the next section, we evaluate appropriateness of the
combined features for representing clean and degraded word
images that varies in printing and language.

5.3 Relevance of combined features for clean and degraded
data

Quality, font, size and style difference are common in printed
documents. We collect datasets of word images that are clean
(but varies in font, size and style) and degraded using our
degradation models. These words are represented using the
combined features proposed in the previous section for exper-
imentation.

Table 2 presents average performance of the proposed fea-
ture extraction scheme on clean data. The test result shows
the effectiveness of our feature extraction scheme. On the
average, 93.41, 96.63 and 85.73% F scores are registered
for fonts, sizes and styles, respectively. The result for styles
is reduced because of the complexities of words produced by
italics typeface. By applying image processing better accu-
racy can be obtained for italics too. This shows that the
combined local features suggested by the feature extraction
scheme are invariant against printing variations.

The test result in Table 3 provides average performance of
the combined features on degraded datasets. On the average,
92.72, 95.72, 89.53 and 93.76% F scores are obtained on

Table 2 Test results on clean datasets of the various fonts, sizes and styles of English, Amharic and Hindi languages

Item English Ambharic Hindi
Type Rec Pre Fsc Type Rec Pre Fsc Type Rec Pre Fsc
Ariel 96.74 97.62 97.48 PowerGeez 97.31 97.17 97.24 Yogesh 95.92 97.46 96.68
Font Timgs 97.01 97.78 97.39 VisualGeez 9222 93.04 92.63 Ganesh 81.09 85.27 83.13
Courier 94.13 95.29 94.71 Alphas 93.86 96.93 95.37 Natraj 92.84 95.39 94.10
SanSerif 83.15 91.83 87.28 Feedel 90.01 91.79 90.89 Surakh 93.89 94.21 94.05
Normal 97.78 98.32 98.05 Normal 97.15 98.40 97.77 Normal 96.41 96.79 96.60
Style Bold 96.53 95.07 95.79 Bold 96.28 97.33 96.80 Bold 94.24 94.78 94.51
Italic 58.19 61.96 60.02 Italic 76.51 71.92 74.14 Italic 57.03 58.76 57.88
10 96.45 96.80 96.63 10 96.47 97.28 96.87 10 93.29 96.26 94.75
Size 12 97.12 98.41 97.76 12 97.36 98.54 97.95 12 96.18 96.84 96.51
14 97.29 97.16 97.22 14 95.37 97.67 96.51 14 94.42 96.58 95.49

Rec recall, Pre precision, Fsc F score
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Table 3 Test results on degraded word images of the three languages: English, Hindi and Amharic

Degradation English Hindi Ambharic

Recall Precision F score Recall Precision F score Recall Precision F score
Cuts 94.12 88.73 91.35 92.34 92.41 92.37 93.58 95.29 94.43
Salt and pepper 96.64 96.98 96.81 93.28 93.17 93.20 96.87 97.41 97.14
Blobs 89.24 87.07 88.14 85.95 92.33 89.03 89.72 93.33 91.49
Erosion 92.61 93.85 93.23 92.77 92.58 92.67 95.06 95.69 95.37

Table 4 Performance of partial matching technique; test results are shown both before and after incorporating the partial matching module

Ttem Type Before After
Recall Precision F score Recall Precision F score
Arial 90.77 93.28 92.01 97.52 99.67 98.58
Font Courier . 90.61 93.32 91.95 96.59 99.33 97.94
SansSerif 63.09 87.93 73.47 91.46 96.77 94.04
Times 91.46 90.87 91.16 97.08 99.21 98.13
10 88.56 91.64 90.07 97.48 99.14 98.50
Size 12 91.10 93.17 92.12 97.52 99.67 98.58
14 80.49 88.26 84.20 96.36 98.62 97.48
Normal 90.68 93.22 91.93 97.52 99.67 98.58
Style Bold 82.24 87.53 84.80 96.79 99.51 98.13
Italic 56.72 55.85 56.28 76.20 81.98 78.98
Cuts 83.57 87.02 85.26 91.83 96.26 93.99
Degradation Blobs 76.14 82.18 79.05 88.71 96.04 92.23
Salt and Pepper 92.91 92.74 92.83 93.28 99.19 96.14
Erosion 90.46 90.38 90.42 94.46 97.34 95.88

cuts, salt and pepper, blobs and erosion, respectively. Min-
imum result is registered for blobs, because word images
degraded by blobs are relatively confusing to identify as this
noise adds more ink pixels that changes the visual mean-
ing of a word image. The result registered language-wise
indicates that, on the average, 92.38, 91.82 and 94.61% F
scores are obtained for English, Hindi and Amharic, respec-
tively. From the result we can observe the following. First,
high performance is registered on degraded word images.
Second, results are comparable across the three languages.
This means that the proposed feature extraction scheme are
insensitive to degradations, even with a change in script.

5.4 Effectiveness of morphological matching

As a solution to the problem of language variability we pro-
pose a partial matching scheme. We conduct experiment in
two steps to evaluate its performance. First, the matching
process is done skipping the partial matching module. We
compute recall, precision and F score for this. Then, the
test is repeated incorporating the partial matching procedure.
Table 4 presents comparison of the test result before and after
applying the partial matching scheme. The result shows that
an average improvement of 11.85% F score is registered.
This indicates that the proposed partial matching algorithm
is able to greatly enhance the performance of the system.

As can be observed from Table 4, the algorithm registers in
the nineties for most of the cases, except for italic font style.
This is because of the complexity of the word shape created
by this style for representation.

Precision versus recall graph is shown in Fig. 7. The effec-
tiveness of our scheme is observed from the graph as it
increases both precision and recall by moving the entire curve
up and out to the right. This shows a significant contribu-
tion of the morphological matching procedure in grouping
together the various variants of a word which have a great
impact on the overall performance of the retrieval system.

The proposed word image matching scheme works well on
diverse datasets. It registers more than 90% F score in most
cases. This guarantees the advantage of the morphological
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Fig. 7 Precision-recall graph for the proposed matching scheme
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matcher to realize an effective search and retrieval system for
printed document images that have many functionality. The
success of this work greatly depends on the performance of
the page segmentation algorithm and efficiency of the index-
ing scheme we are going to design. The matching scheme
also needs to be more general so that it also addresses syn-
onymous word variants that are seen in real-life documents.

6 Conclusions

Developing an efficient searching engine in the image domain
requires designing an effective word image matching scheme.
We achieved this by designing appropriate feature selection
and morphological matching schemes in the image domain.
By organizing datasets that encompass the various scripts,
fonts, styles, sizes, degradations and word forms, we exper-
iment the efficacy of the proposed approach. Performance
analysis reveals that the use of combined local features is
effective to manage the various artifacts and printing varia-
tions seen in printed documents. In addition, the introduction
of DTW-based partial matching scheme enables to control
morphological variants of a word for performance improve-
ment. Having an effective partial matcher is crucial for
developing a sophisticated data structure for indexing and
clustering word images. This is one of the major steps for
comprehensive performance analysis in real-life documents.
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