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Figure 1. Standard benchmarks cannot separate the effects of domain shift, lighting conditions, and anomaly size during evaluation. The
proposed dataset allows controlled evaluation of these effects and supports evaluation of both closed-set and anomaly segmentation.

Abstract

Before deployment in the real-world deep neural net-
works require thorough evaluation of how they handle both
knowns, inputs represented in the training data, and un-
knowns (anomalies). This is especially important for scene
understanding tasks with safety critical applications, such
as in autonomous driving. Existing datasets allow evalua-
tion of only knowns or unknowns - but not both, which is
required to establish “in the wild” suitability of deep neu-
ral network models. To bridge this gap, we propose a novel
anomaly segmentation dataset, ISSU, that features a diverse
set of anomaly inputs from cluttered real-world environ-
ments. The dataset is twice larger than existing anomaly
segmentation datasets, and provides a training, validation
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and test set for controlled in-domain evaluation. The test
set consists of a static and temporal part, with the latter
comprised of videos. The dataset provides annotations for
both closed-set (knowns) and anomalies, enabling closed-
set and open-set evaluation. The dataset covers diverse con-
ditions, such as domain and cross-sensor shift, illumination
variation and allows ablation of anomaly detection methods
with respect to these variations. Evaluation results of cur-
rent state-of-the-art methods confirm the need for improve-
ments especially in domain-generalization, small and large
object segmentation. The code and the dataset are available
at hi k_i

s://github.com/vojirt

1. Introduction

Many successful computer vision applications rely heavily
or entirely on deep neural networks trained on extensive,
fully or partially labeled training data [6, 9, 16, 32]. The



validation part of the training process provides performance
estimates for situations well covered in the training data.

However, when exposed to data not well represented in
training, predictions of a deep neural network model may
become arbitrary. Therefore, a crucial capability for these
models is the ability to detect such unknown or anomalous
inputs'. There are multiple reasons why an input may be
“unknown” — it might be a rare case, belonging to the long-
tail missed for statistical reasons, a result of domain shifts
such as introduction of a novel classes (e.g., a segway on a
highway) or a result of optical sensor defects (e.g., a broken
or dirty lens in a surveillance camera).

Deep neural networks, which lack the ability to recog-
nize unknowns, assign to these anomalous inputs a label
that corresponds to one of the known classes of the training
set, potentially with high confidence [13]. This may result
in suboptimal or even dangerous behavior in deployed sys-
tems. Thus, the importance of anomaly detection is critical
in safety-sensitive applications, such as autonomous driv-
ing, where an undetected anomaly could lead to accidents.

Autonomous driving is a very complex task, with one
of its core elements being the perception of the environ-
ment surrounding the vehicle, often referred to as scene un-
derstanding. Scene understanding is typically defined as a
closed-set semantic segmentation task, where each pixel in
an image is assigned to one of K known classes. Progress
in this area has been greatly advanced by large semantic
segmentation datasets [6, 20, 26, 30] along with the de-
velopment of powerful deep learning models [4, 5] specif-
ically designed for semantic segmentation. However, these
datasets overlook the anomaly detection problem. Neither
anomalous data nor evaluation protocols are provided with
their test sets, limiting the ability to evaluate segmentation
models in real-world settings where unknowns may occur.

To address these limitations, specialized datasets focus-
ing on anomaly detection in driving scenarios have been
developed, including LostAndFound [22], Fishyscapes [1],
RoadAnomaly [17], and SMIYC [3]. However, these
datasets typically use a binary evaluation approach
(“known” vs. “anomaly”), where all pixels belonging to
closed-set classes are assigned a single “known” label,
while unknowns are labeled as “anomaly”. This approach
diverges from open set K + 1 evaluation (“closed-set” vs.
“anomaly”), which is essential for real-world applications.
Moreover, these datasets lack in-domain training data and
are often collected under controlled conditions - usually in
clear daylight and in simplified environments such as empty
roads or parking areas. This setup leads to limited scene di-
versity and the absence of clutter from other traffic actors.

In this paper, we introduce ISSU, a fully annotated se-
mantic segmentation dataset that provides both closed-set
and anomaly labels for images in the test set. This allows

'We use these term interchangeably.

Size ‘Weather/Env. .
Dataset-Year (annotated) Cond. Location Clutter
AppoloScape’18 [15] 145k Diverse China High
Mapillary Vistas’17 [20] 25k Diverse World Diverse
BDDI100K’20 [30] 10k Diverse UsS Low
IDD’19 [26] 10k Good India High
Cityscapes’16 [6] Sk Good Europe Low
WildDash 2°22 [31] 4.3k Diverse World Diverse
ACDC’21 [24] 4k Adverse Europe Low
ISSU-Train’24 3.4k Diverse India High

Table 1. Comparison of existing datasets for semantic segmen-
tation for driving scenarios.

for the joint evaluation of closed-set and open-set seman-
tic segmentation, with the anomaly label forming an ad-
ditional class. Our dataset comprises real-world images
collected from roads in India, which, due to its unstruc-
tured traffic conditions, present a wide range of anomalies
in diverse sizes, shapes, lighting conditions, and complex
backgrounds cluttered with on-road traffic agents. ISSU
consists of three parts: ISSU-Train, ISSU-Test-Static and
ISSU-Test-Temporal. ISSU-Train includes training and val-
idation sets, while ISSU-Test-Static forms the test split for
controlled in-domain evaluation (i.e., with train and test
data from the same distribution). ISSU-Test-Temporal con-
tains temporal test data in the form of short video clips
collected using a different sensor setup than ISSU-Train.
Semantic annotations with anomaly labels, along with the
specific design of the dataset, allow controlled evaluations
that isolate the effects of various nuisance factors, such as
different anomaly sizes, lighting conditions, and camera
sensors. Beyond standard evaluations, our dataset enables
cross-domain evaluations, facilitating an analysis of how
models trained on datasets from structured environments,
such as Cityscapes [6], generalize to unstructured settings,
and vice versa.

The contributions are as follows.

1. We introduce the first real-world segmentation dataset
with both closed-set and anomaly labels with defined
static and temporal test splits.

2. We present a comprehensive evaluation of the best
performing state-of-the-art anomaly segmentation mod-
els, based on the standard and most commonly used
SMIYC benchmark leaderboard”, covering approaches
from pixel-based to mask-based methods.

3. We provide in-depth analysis of how in-domain, cross-
domain, cross-sensor, lighting variations, and anomaly
size affect performance. Our results indicate that cur-
rent methods struggle under these challenging condi-
tions, highlighting the need for further research.

4. The proposed ISSU-Test-Temporal, which consists of
short video clips, opens up new directions for future re-
search - particularly in test-time adaptation of anomaly
segmentation models in real-world.

zhttp s://segmentmeifyoucan.com/leaderboard



Dataset-Year Domain  Size Anom. Size Modality % énom. % N01.1-Anom. Classes Weather/Env. Clutter oloU
Pixels Pixels Cond.
Street-hazards’22 [14] Synthetic 1500 Diverse Static 1.00 98.90 13 Day Low v
Fishyscapes-static’21 [1] Hybrid 1000 Diverse Static 2.10 85.80 2 Diverse Low X
LostAndFound’16 [22] Real 1000 Small Static 0.12 39.10 2 Day None X
RoadAnomaly’19 [17] Real 60 Diverse Static 9.85 33.16 2 Day High X
Fishyscapes-LaF’21 [1] Real 275 Small Static 0.23 81.13 2 Day None X
SOS’22 [18] Real 1129 Diverse Temporal 0.21 23.30 2 Day None X
WOS’22 [18] Real 938 Diverse Temporal 0.88 41.80 2 Day None X
SMIYC-RoadAnomaly’21 [3] Real 100 Diverse Static 13.80 82.20 2 Day Low X
SMIYC-RoadObstacle’21 [3] Real 327 Small Temporalf 0.12 39.10 2 Diverse None X
ISSU-Test-Static’24 Real 980 Diverse Static 2.18 89.60 20 Diverse High v
ISSU-Test-Temporal’24 Real 1140 Diverse Temporal 1.20 85.60 20 Diverse High v

Table 2. Comparison of existing datasets for anomaly detection in driving scenarios. Datasets are compared in terms of dataset
properties (Domain, Size, Modality, number of Classes), anomaly statistics (Anomaly size, %Anomaly and Non-Anomaly pixels), diversity
of conditions (Weather/Environment, Clutter) and support for open-set evaluation (oloU). T indicates low frame-per-second in sequences.

The void class is not considered in the class count reported in the table.

2. Related Work

Semantic segmentation driving datasets aggregate im-
ages from the driver’s front view and label them into the
19 most relevant classes to driving tasks (such as road,
curb, pedestrian, etc.), as originally proposed in [6]. Some
datasets include additional class labels tailored to the spe-
cific locations where the data was collected, such as a “tricy-
cle” class in the China region [15]. However, all of them ad-
here to the basic 19 classes for compatibility reasons. More
recent datasets focus on increasing task difficulty by captur-
ing scenes on a larger scale [15, 20], incorporating unstruc-
tured traffic environments [26], or including adverse driving
conditions [7, 24, 30, 31].

Despite these advancements, all datasets ignore pixels
outside of the predefined training classes, and their eval-
uation protocols assess only closed-set performance, i.e.,
performance on the classes specified during training. This
lack of annotation for unknown objects in test sets and the
closed-set evaluation methodology limit their ability to val-
idate models in realistic scenarios involving unknown ob-
jects. In contrast, ISSU allows the evaluation of semantic
perception models in the presence of unknowns by provid-
ing labels that include an unknown class, thus supporting
an open-set evaluation. The statistics of the commonly used
driving semantic segmentation datasets are shown in Tab. 1.

Anomalies in road-driving scenes. Limited evaluation of
standard semantic segmentation road-driving datasets gave
rise to specialized datasets that benchmark the detection of
unknowns as a standalone task [1, 3]. The Fishyscapes
[1] benchmark evaluates obstacle detection in a subset of
the LostAndFound [22] dataset and a subset of Cityscapes
val injected with synthetic anomalies. The SMIYC [3]
benchmark is fully based on real-world images and val-
idates the detection of anomalies on drivable surfaces as
well as on the whole images. Several other standalone test

datasets were proposed in conjunction with novel methods,
such as RoadAnomaly [17] which was later merged into the
SMIYC benchmark or synthetic Street-hazards [14] which
is not widely used due to large domain shift between not
photorealistic synthetic and real-world images. Most re-
cently, WOS and SOS [ 18] datasets were introduced. These
datasets include video sequences but only focus on the eval-
uation on drivable regions of interest. Unlike all these
datasets, ISSU contains labels with 19 known classes and an
unknown class which enables evaluation of anomaly detec-
tion performance in various regions of interest (such as the
whole image, drivable surface only or anything in-between),
and joint evaluation of the performance in open-set setting
(K + 1 class evaluation).

Acquiring detailed annotations (e.g., 19 known classes
and an anomaly class) requires extensive manual effort.
Thus, several datasets [2, 14] attempt to simplify the la-
beling efforts by simulating real-world traffic in synthetic
environments. However, the quality of synthetic images di-
verges from the real-world data, leading to domain shifts
that complicate the evaluation. Existing road driving
anomaly datasets are summarized in Tab. 2.

3. The Proposed ISSU Dataset

Unstructured driving environments, such as those seen on
Indian roads, are challenging for the task of semantic seg-
mentation. The density of on-road and near-road traffic
agents such as cars, pedestrians, road-side shops create a
cluttered environment as shown in Fig. 2.

3.1. Dataset Composition

We compose our dataset using images collected on Indian
roads [21, 25, 26] with new and detailed annotations of
known class and anomaly labels (cf. Sec. 3.3). The dataset
consists of three parts, a training set (ISSU-Train), and two
test sets (ISSU-Test-Static and ISSU-Test-Temporal).



Figure 2. Examples of anomalies (shown in white) in the ISSU dataset. The anomalous examples are ordered from small (left) to
very large (right). Top: examples of anomalies of different size and shape at approximately the same distance from the ego-vehicle in
ISSU-Test-Static. Bottom: temporal view of an anomaly observed at different time-steps in ISSU-Test-Temporal.

Training set (ISSU-Train). It consists of images collected
from different parts of Indian cities [25, 26]. The training
set images contain only objects from the known classes.
Static test set (ISSU-Test-Static). It consists of images
collected in the same way as the training set, but the test
set images contains both known and anomalous objects.
Temporal test set (ISSU-Test-Temporal). It consist of
short video clips that are also collected on Indian roads [21].
Images in each clip contains both known and anomalous
objects. This set is collected using a consumer grade dash-
cam [21] which are ubiquitous but may produce lower im-
age quality, e.g., due to firmware issues’. On the other hand,
training sets ISSU-Train and CityScapes consist of images
captured using higher quality cameras.

Challenging examples. We focus on studying the affect
of challenging viewing conditions, such as extreme lighting
conditions and weather variations. To achieve this, all three
aforementioned dataset parts include several images and
video clips collected in lowlight or in rainy conditions. De-
tailed examples are shown in the supplementary. This sub-
set has many challenges, such as light burst from oncoming
cars and low visibility. The images collected in rainy con-
ditions contain rain droplets and wiper movements, making
the segmentation task even more challenging.

3.2. Training and Evaluation Setups

In-domain Static Evaluation. Training on ISSU-Train and
testing on ISSU-Test-Static account for an in-domain Static
evaluation setup.

Cross-domain Static Evaluation. Training models on the

3https://dashcamtalk.com/forum/threads/ddpai-mini3-video-
quality.37223/

CityScapes dataset, and testing on ISSU-Test-Static forms a
cross-domain Static evaluation setup. The comparison with
the in-domain setup allows us to evaluate the impact of such
a domain shift in anomaly segmentation performance.

Cross-sensor Temporal Evaluation. Testing on ISSU-
Test-Temporal allows cross-sensor temporal evaluation of
methods trained on ISSU-Train or CityScapes due to the
quality discrepancy between such sensors. Modeling do-
main shifts from such image corruptions isw an active field
of research [12]. We argue that it is necessary to benchmark
anomaly segmentation methods in such real-world settings.
This setup can be evaluated in an in-domain or cross-
domain fashion, i.e. training models on the CityScapes /
ISSU-Train datasets, and testing on ISSU-Test-Temporal
forms a cross / in-domain Temporal evaluation setup.

3.3. Annotation

The annotation process is performed to assign three types
of labels: i) semantic class labels representing the known
set of classes in the training set, ii) anomaly label denoting
unknowns, and iii) void label for pixels that should not be
taken into account during evaluation.

Labels of known classes. We follow the 19 CityScapes
labels to define our known classes, but make adjustments
for the context of Indian roads. As Indian roads often have
blurry road boundaries, we assign both the road and the
nearby drivable region as road class label. Unlike seman-
tic segmentation datasets [26], we exclude traffic cones and
short on-road traffic-poles from the known traffic-sign”
class following standard anomaly segmentation datasets [3].
Anomaly label. We conducted a rigorous multi-step anno-
tation process (details are provided supplementary Sec. 9),
identifying anomalies as objects outside the known 19
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Figure 3. Distributions of anomalies with respect to their size and spatial location within images. The anomalies are quantized to four
different size intervals that are used in the ablation. Anomalies less than 7 x 7 (black dashed line) are ignored during all evaluations. The
spatial distributions are visualized as a probability heatmap for each image location. Green line outlines road pixels that appeared in more
than 50% of dataset images. For temporal dataset the spatial distribution is also visualized for different view-points.

CityScapes classes and within a pre-defined region of in-
terest (ROI) - on or within 2 meters of the road (based on
visual inspection). Although this process may not cover all
unknowns, it was a deliberate design choice to avoid un-
knowns outside the region of interest as they are less likely
to affect the ego-vehicle. In addition, unknowns within the
ROI, but frequently observed (e.g. auto-rickshaws, banner)
were also not included as anomalies. All such unknowns,
but non-anomaly objects, were labeled as void in both train
and test sets. Examples of anomaly objects in our datasets
include tires, bins, water-tanks, construction material, road
barricades, road-maintenance dugouts, animals, road-side
vendor items such as fruits etfc., traffic cones and traffic-
poles, pile of stones, mud and sand, tubs, rope, deep pot-
holes. The process involved 7 annotators over a span of 2
months. To ensure that the team of annotators is familiar
with the task, they received appropriate training until they
achieved 95% accuracy with respect to the CityScapes la-
bels. Examples of anomalies are shown in Fig. 2

Void label. Pixels that are not assigned to the labels of
known classes or the anomaly label, according to the afore-
mentioned guidelines, are assigned to the void label.

3.4. Evaluation protocols

We establish four distinct evaluation protocols, each focus-
ing on different aspects of the problem. This is enabled by
the proposed ISSU dataset, because it includes images an-
notated with K known classes along with an anomaly class.
Road obstacles evaluation protocol considers the driving
surfaces to be the area of interest for evaluation. Therefore,
pixels that are not annotated as road or as anomalies are
assigned to the void label during this evaluation setup.

Road anomaly evaluation protocol benchmarks perfor-
mance across all non-void pixels, i.e., pixels labeled as any
of K + 1 classes. In contrast to the previous protocol, this
one also accounts for errors occurring outside the driving

regions, which increases the task difficulty.

Open-set evaluation protocol validates the recognition of
known classes in the presence of anomalies. This protocol
penalizes both misclassifications among known classes and
incorrect detection of anomalies.

Closed-set evaluation protocol assesses classification per-
formance solely on the K known classes and maps the
anomaly label to the void label during this evaluation pro-
tocol. This standard evaluation protocol estimates the capa-
bilities of trained models in an ideal setting and can serve
as an upper bound for open-set evaluation performance.

3.5. Metrics

Average precision (AP) quantifies anomaly detection per-
formance by measuring the area under the precision-recall
curve. This threshold-free metric is used to evaluate perfor-
mance in road obstacle and road anomaly protocols.

FPR measures the false positive rate for the threshold that
yields the true positive rate of 95%. This is particularly
important in safety-critical applications that demand high
sensitivity and recall of all anomalous objects.

TPR measures the true positive rate for the threshold that
yields the false positive rate of 5%. This metric forms a
complementary operation point to the previous one and tar-
gets applications that require high precision, i.e. low false
positive detection.

F1 score [3] combines the anomaly detection metrics (re-
call and precision) and extends them from the pixel level to
the component level. By grouping connected neighboring
anomalous pixels into cohesive components, this approach
provides instance-level performance estimates.
Intersection-over-Union (IoU) quantifies recognition per-
formance by measuring the overlap between predicted and
ground-truth segments. Since traffic scene segmentation is a
multiclass classification task, we report the macro-averaged
IoU over the classes of interest. We use IoU to assess the



Static Temporal
Method Q0P
ata Road Anomaly ose pen-set Road Anomaly ose pen-set
cthod— p d | Closed & O d 1 Closed & O
APT FPRp| TPRptT IoUT oloUrt oloUr1T APT FPRy| TPRpt IoU?T oloUr1 oloUp T
In-domain

3 JSR-Netf X 4.2 56.1 3.8 56.8 9.8 44.1 2.3 58.7 2.5 37.3 6.3 29.2
i: DaCUPY X 54 100 20.4 57.0 9.0 47.0 29 100 11.1 37.3 6.9 30.4
¥ PixOOD X 20.3 39.4 50.9 65.8 47.8 60.9 6.2 56.5 26.2 55.1 32.9 522
RbA X 75.7 73.4 93.6 73.1 36.4 66.4 36.5 94.9 75.2 57.8 5.5 54.3

EAM X 77.1 59 94.4 73.4 66.5 67.4 452 92.9 81.8 59.1 6.1 55.5

- Pebal X 69.9 9.2 93.3 73.1 64.2 67.2 324 92.6 74.9 57.8 7.8 554
ji RbA v 79.1 39 95.9 72.9 67.8 66.5 37.7 294 76.6 57.8 41.7 55.6
g EAM v 76.8 4.2 96.1 73.8 68.4 67.6 38.7 914 84.4 59.5 6.7 55.7
Pebal v 64.5 44 95.7 72.9 67.8 67.1 23.6 24.7 77.1 57.8 46.2 55.7

UNO v 71.4 3.0 96.9 73.7 68.4 65.9 30.4 89.7 84.8 59.0 9.8 55.2

M2A v 32.0 66.9 71.1 539 315 49.5 10.7 78.6 475 40.3 16.9 34.1

Cross-domain

PixOOD X 11.4 73.7 332 56.3 20.4 52.8 4.8 80.7 25.5 48.7 14.7 46.9
RbA X 433 97.3 70.5 57.2 4.1 55.2 15.7 98.5 46.2 413 1.1 40.6

RbA v 56.4 80.7 78.9 57.5 11.9 55.1 24.6 91.6 54.4 43.7 32 41.9

UNO v 55.5 92.9 79.1 68.1 12.0 65.6 37.2 924 70.3 574 6.6 54.6

Table 3. Results for road anomaly, closed-set and open-set evaluation protocols under in-domain and cross-domain evaluation setups. The
T (F) subscript for oloU metric refers to operating point (anomaly score threshold) for which the methods achieves 95% TPR (5% FPR).

performance in closed-set evaluation.

Open-Intersection-over-Union (oloU) [10] evaluates
recognition performance of known classes in the presence
of anomalous instances. Unlike the standard IoU metric,
oloU incorporates false positives and false negatives
committed by the anomaly detector. The difference between
IoU and oloU highlights the performance gap between
closed-set and open-set deployments.

3.6. Statistics

The train set of ISSU-Train comprises 3436 images, while
the validation set comprises 762 images. The test set ISSU-
Test-Static contains 980 annotated images. ISSU-Test-
Temporal, which consists of video clips, includes a total
of 21118 images, of which 1140 are annotated. The unan-
notated images are released to facilitate future research in
using temporal images for online test-time adaptation of
anomaly segmentation models to mitigate the challenges
of domain shifts. The number of pixels (log-scale) per
class in ISSU-Train, ISSU-Test-Static, ISSU-Test-Temporal
is shown in Fig. 6 of the supplementary. As can be seen,
the distribution of pixel counts per class is similar between
train and test splits. Additionally, Tab. 6 in supplementary
provides statistics on the number of images captured under
normal daylight and adverse lowlight conditions across dif-
ferent ISSU splits. The frequency histogram of anomaly
sizes is shown in Fig. 3, illustrating significant variations
in anomaly sizes. Examples of images showing these vari-
ations are presented in Fig. 2. The spatial distribution of
the anomalies, along with the approximate road regions, is
shown in the bottom left of Fig. 3 for both ISSU-Test-Static

Method OD(;E Static Temporal
APT FPRp | APT FPRp |
In-domain
3 JSR-Nett X 85.7 8.4 52.1 26.5
iz DaCUPY} X 85.5 100 56.8 100
¥ PixOOD X 93.1 4.3 83.1 10.1
RbA X 92.7 77.5 53.4 98.9
EAM X 94.5 2.2 70.0 98.1
_ Pebal X 92.3 34 54.2 95.6
;j RbA v 95.8 1.7 57.2 33.7
g EAM v 95.6 1.6 62.1 96.2
Pebal v 92.5 1.9 48.9 23.8
UNO v 94.0 1.2 56.1 92.3
M2A v 48.9 78.5 30.0 79.5
Cross-domain
PixOOD X 92.3 5.1 84.3 10.8
RbA X 62.4 99.1 32.5 99.3
RbA v 76.1 68.9 37.9 87.9
UNO v 66.3 90.8 49.1 90.5

Table 4. Results for road obstacle evaluation protocols under in-
domain and cross-domain setups.

and ISSU-Test-Temporal. The plot shows that the anoma-
lies are distributed across various regions of the road.

4. Baselines

The baselines were selected as the top performing methods
on the standard and the most frequently used SMIYC [3]
benchmark. We broadly categorized them into two groups
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Figure 4. Cross-domain vs. In-domain performance in road anomaly evaluation protocol. Top row — Static, bottom row — Temporal.
Mask™ are mask-based methods trained with OOD data. The y = x reference line shows relative gain or drop. The T (F) subscript for
oloU metric refers to operating point (anomaly score threshold) for which the methods achieves 95% TPR (5% FPR).

based on the granularity of regions for which an anomaly
score is predicted, i.e., pixel-level and mask-level. The
methods are briefly described in the following paragraphs.
Pixel-level baselines. We consider two reconstruction-
based methods, JSR-Net [27] and DaCUP [28] that local-
izes anomalies as poorly reconstructed pixels. We also in-
clude recent PixOOD [29] that uses a statistical decision
strategy in pre-trained representation to detect anomalies.
Mask-level baselines. We consider baselines that extend
the mask-level classifier [5]. A seminal mask-level ap-
proach EAM [11] assigns anomaly scores to masks instead
of pixels and aggregates decisions to recover dense predic-
tions. RbA [19] considers regions rejected by all masks as
anomalous, while Mask2Anomaly (M2A) [23] adapts the
model architecture to enhance anomaly detection. Finally,
UNO [8] revisits the K +1 classifier built on top of the mask
classifier and combines negative class recognition with pre-
diction uncertainty to improve anomaly detection.

5. Experimental results

Road Anomaly Evaluation results are presented in Tab. 3
and Tab. 7 in supplementary. For the in-domain Static
evaluation setup, most Mask2Former (mask-level) methods
trained with auxiliary out-of-domain (OOD) data achieve
good performance across three anomaly detection metrics:
FPR7 (< 5%), TPREr (> 90%) and AP (> 70%). Due to
the lack of any “objectness” priors, the pixel-level meth-
ods classify many random pixels as anomalous with high
confidence, resulting in a poor anomaly detection metrics.
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Figure 5. Ablation of different anomaly sizes. The plot shows
results in ISSU-Test-Static (left) and ISSU-Test-Temporal (right)
for road anomaly evaluation protocol under in-domain setup.

In contrast, results on the challenging in-domain Tempo-
ral setup show that both pixel-level and mask-level methods
have high FPR7 and low AP. This indicates that domain
shifts due to differences in sensor quality adversely affect
anomaly detection performance.

Results in cross-domain Static and cross-domain Tem-
poral setups shows a significant performance drop for all
methods compared to the in-domain setup (cf. Fig. 4) result-
ing in low AP and high FPR7. The complementary TPR
metric shows that some mask-based methods such as UNO
could detect 79% and 70% of anomalies for cross-domain
Static and Temporal setups respectively. Successfully de-
tecting the remaining anomalies, to achieve 95% TPR, re-
sults in high FPRp ( > 90%). This is because the methods
include many known-class pixels as true-positives to cor-
rectly classify the hard anomalous cases. Qualitative exam-
ples of hard anomalies are presented in Sec. 7.3 ( Figs. 7
and 8) and Sec. 11 ( Figs. 13 to 15) in supplementary.

Closed and Open-set Evaluation (Tab. 3). The IoU metric



Day Lowlight

Method 00D ISSU-Test-Static ISSU-Test-Temporal ISSU-Test-Static ISSU-Test-Temporal

Dat — — — —
AP + FPRr] F1t+ APt FPRy] F1ItT APt FPRy|] F1t APT FPRy) FI7
3 JSR-Net X 4.26 5745 1.84 228 75.69  0.83 | 4.20 3994 061 228 75.69  0.83
:: DaCUP X 5.09 10000 1.67 290 100.00 225 | 7.80 3880 3.13  2.80 100.00 2.78
% PixOOD X 34.24 3246 228 16.07 5357 150 | 5.63 60.59 0.65 2.16 6576 0.56
RbA X 77.06 559 1634 39.82 95.77 11.38 | 67.99 9744 928 24.16 96.20  6.81
EAM X 77.72 5.09 2134 4748 95.57 15.06 | 73.92 95.58 14.61 37.68 89.63 11.50
. Pebal X 71.27 6.37 21.60 34.95 9745 11.84 | 61.61 89.31  9.78 21.70 8791  7.18
;f RbA v 79.64 344 2214 40.5 23.03 12.00 | 75.40 7438 1230 28.56 7454  8.64
f EAM v 77.26 3.63 2221 39.62 9427 1528 | 74.47 14.65 1426 37.81 84.35 12.06
Pebal v 65.39 371  0.00 28.55 22.19  0.00 | 58.92 1692  0.00 12.20 28.80  0.00
UNO v 71.71 2.82 29.19 31.78 41.77 18.60 | 74.47 14.65 1426 30.10 88.17 14.58
Mask2Anomaly v 35.13 61.02 945 11.71 77.05  5.61 | 19.97 9135 617 7.8 86.29 4.32

Table 5. Ablation of different lighting conditions. Results for in-domain road anomaly evaluation protocol under day and light-adverse

conditions (night, rain, fog, dawn).

for ISSU is for all methods about 10% lower than respective
IoU achieved in CityScapes considering in-domain Static
setup (75.88% vs. 65.83% for PixOOD and 83.5 — 83.7%
vs. ~ 73% for most Mask2former methods). This differ-
ence is significantly higher (20-30%) for in-domain Tempo-
ral and cross-domain setups. This highlights the difficulty
of the cluttered traffic environment in India and challenging
domain shifts. Open-set IoU (oloU) follows similar conclu-
sions as road anomaly evaluation protocols. Results on in-
domain Temporal and cross-domain setups show significant
difference between closed set IoU (IoU) and open-set loU
at 95% TPR (oloUr). This is attributed to misdetection of
anomalies as known classes and known classes as anoma-
lies. The drop is less significant between IoU and oloUf
but results in significantly lower TPRy. It is to be noted,
zero drop (IoU = oloU) can be achieved by not detecting any
anomalies (TPR/FPR = 0%). Thus it is important to analyze
both TPRr (FPR7) and oloUfr (oloUr). The open-set re-
sults signify the importance of evaluating semantic segmen-
tation in real-world setting by jointly evaluating closed-set
segmentation in the presence of anomalous object.

Road Obstacle Evaluation (Tab. 4). When the evaluation
is limited to road regions, the pixel-level methods gener-
ally are much better at generalizing from CityScapes to the
ISSU, resulting in a much lower FPR metric for both static
and temporal datasets. However, for in-domain Static eval-
uation setup the mask-level methods are able to outperform
other method, mainly due to strong priors baked in object-
wise mask predictions that seems to be more robust to de-
tecting entire anomaly instances. In the temporal part where
the different sensors act as a form of a domain-shift the
Mask2former based methods struggle to localize all anoma-
lies resulting in high FPR. The effects of domain shift are
less pronounced in this setup due to the uniformity of roads,
as shown in Tab. 8.

Ablations: anomaly sizes. The effect of anomaly sizes
is shown in the Fig. 5, where specific anomaly size ranges
(defined in Fig. 3) are considered. The size intervals were
motivated by the dataset statistics and spatial resolution of
the most commonly used backbone architectures. We use
the F1 metric, which is designed to measure instance-level
performance. The metric is generally improved with larger
anomaly sizes, except for the largest anomalies, where the
methods struggle to accurately and fully segment the very
large instances. This is again more apparent for pixel-level
methods. Consistently with the evaluation limited to road
region, the temporal dataset with the additional challenges
of different sensors negatively effects Mask2former based
methods significantly more than the pixel-level methods.
The results for all methods are in the supplementary Fig. 9.
Ablations: lighting variations. This ablation compares
the performance of the methods under lighting variations
- day (clear weather and good lighting conditions) and
lowlight (e.g. fog, rain, dawn). The results are presented
in Tab. 5 which shows that both the pixel-based and mask-
based methods struggle under lowlight conditions.

6. Conclusions

We presented a new dataset and a benchmark for anomaly
segmentation in a real-world setting. The results show that
cross-domain generalization remains a challenge for cur-
rent state-of-the-art anomaly segmentation methods. When
trained on in-domain data, the performance of these mod-
els improves by a significant margin. This forms a strong
baseline for future work in cross-domain generalization and
adaptation of anomaly segmentation models. The results
also showed that existing methods struggle in the presence
of lower sensor quality, lower visibility, and small anomaly
size. The diverse conditions provided by our benchmark
offer a timely test-bed for anomaly segmentation research.
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