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Abstract. Imagine sitting in a presentation, trying to follow the speaker
while simultaneously scanning the slides for relevant information. While
the entire slide is visible, identifying the relevant regions can be chal-
lenging. As you focus on one part of the slide, the speaker moves on
to a new sentence, leaving you scrambling to catch up visually. This
constant back-and-forth creates a disconnect between what’s being said
and the most important visual elements, making it hard to absorb key
details—especially in fast-paced or content-heavy presentations, as in
a conference talk. This will require an understanding of slides, espe-
cially text, graphics, and layout. We introduce a method that automat-
ically identifies and highlights the most relevant slide regions based on
the speaker’s narrative. By analyzing spoken content and matching it
with textual or graphical elements in the slides, our approach ensures
better synchronization between what you hear and what you need to
attend to. We explore different ways of solving this problem and as-
sess their success and failure cases. Analyzing multimedia documents is
emerging as a key requirement for seamless understanding of content-rich
videos, such as educational videos and conference talks, by reducing cog-
nitive strain and improving comprehension. Code and dataset available
at: https://github.com/meghamariamkm?2002/Slide Highlight
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1 Introduction

Attending a multimedia presentation often feels like a balancing act—Ilistening
to the speaker while simultaneously scanning the slides for relevant information.
The entire slide is available, yet identifying the most critical regions can be chal-
lenging. As the speaker moves through different aspects of the content, audience
members must quickly locate the corresponding visual elements to fully grasp
the explanation. However, spoken language is fleeting—by the time they find
the right section, the discussion has already moved forward. This misalignment
forces attendees to split their attention between processing speech and searching


https://github.com/meghamariamkm2002/Slide_Highlight
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Fig. 1. This illustration highlights the challenge audiences face during presentations in
simultaneously locating relevant content on slides while paying attention to the speaker.
By synchronizing spoken information with corresponding visual elements, cognitive
load is reduced, engagement is improved, and comprehension and retention of key
insights are enhanced.

for visual cues, increasing cognitive effort and making it hard to absorb infor-
mation effectively. Over time, this struggle can lead to information loss, reduced
engagement, and a diminished overall learning experience. Figure 1 illustrates
this challenge.

How do we address this problem? One simple strategy should be to highlight
the relevant regions. However, this is not trivial as we need to work together
with speech and slides. When speakers reference multiple slide elements at once
or fail to visually emphasize key content in sync with their narration, the diffi-
culty becomes even greater. This lack of coordination places an additional cog-
nitive burden on the audience, requiring them to process auditory information
while searching for relevant visuals—ultimately impacting comprehension and
engagement. Research on cognitive load in multimedia learning suggests that an
increased working memory demand can negatively affect learning outcomes [1].
Furthermore, individual differences in how people process multimedia content
play a crucial role—when the presentation format does not align with their pre-
ferred learning style, the struggle intensifies [17].

Solutions to problems like this require comprehensive solutions for multi-
modal document understanding. At this stage, the modalities are not aligned
at a fine-grained level. There have been many attempts in the past to align
modalities such as movies and scripts, speech and transcripts, and books and
texts [28,5]. In this case, we need to align spoken content with relevant slide
elements to create a seamless and intuitive presentation experience. To validate
the method, we introduce a dataset of conference presentations. The dataset
contains video segments with speech annotated with corresponding speech tran-
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