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Abstract. In this report, we present the final results of the ICDAR 2023
Competition on RoadText Video Text Detection, Tracking and Recogni-
tion. The RoadText challenge is based on the RoadText-1K dataset and
aims to assess and enhance current methods for scene text detection,
recognition, and tracking in videos. The RoadText-1K dataset contains
1000 dash cam videos with annotations for text bounding boxes and
transcriptions in every frame. The competition features an end-to-end
task, requiring systems to accurately detect, track, and recognize text
in dash cam videos. The paper presents a comprehensive review of the
submitted methods along with a detailed analysis of the results obtained
by the methods. The analysis provides valuable insights into the cur-
rent capabilities and limitations of video text detection, tracking, and
recognition systems for dashcam videos.
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1 Introduction

Text detection and recognition in videos have traditionally been explored by
the document analysis community. The last text-tracking competition was held
nearly a decade ago and introduced the Text in Videos[9] dataset, which com-
prises 51 egocentric videos encompassing indoor and outdoor scenarios. Othe
rpopular datasets that deal with text in videos are USTB-VidTEXT[18] and
YouTube Video Text(YVT)[14]. They contain videos sourced from YouTube.
The USTB-VidTEXT dataset primarily consists of text in the form of overlaid
captions, whereas the YVT includes both born-digital text and scene text. These
datasets contain videos with text that are incidental and widely dispersed across
the scene.
Compared to the ICDAR 2013-15 Text-in-Videos Challenge that used a dataset
containing 50 videos, our challenge uses the RoadText1K[15] dataset having
much larger and diverse set of videos. The text objects in driving videos typi-
cally have short lifetimes, which require models tolerant to occlusions, able to
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Fig. 1. Sample frames from RoadText-1K illustrating the various challenges and arte-
facts like glare, raindrops, out-of-focus, low contrast, and motion blur often encountered
in driving videos.

handle tiny text instances, and robust to motion blur and significant perspective
distortions. Additionally, text instances may not be fully readable in any sin-
gle frame, necessitating the combination of detections across various frames to
transcribe them successfully. Furthermore, camera movement during driving in-
troduces distortions, such as motion blur. As a result, the approaches developed
for existing video text datasets tend to be challenging to adapt to real-world
applications, such as driver assistance and self-driving systems.

2 Competition Protocol

The competition took place between December 2022 and March 2023. The train-
ing and validation data were made available at the end of December 2022, while
the test data was released in mid-February 2023. Submissions were accepted
between March 1st and March 27th. The expectation was that participating au-
thors would adhere to the established rules of the challenge, to which they had
agreed when registering at the Robust Reading Competition (RRC) portal4, as
a means of ensuring scientific integrity throughout the competition.

The RRC portal serves as the host platform for the challenge. Submissions are
assessed through automated methods, and the outcomes reported in this report
represent the state of submissions at the conclusion of the challenge. However,
the challenge will remain open to accept new submissions. But the submissions
made after the official challenge period are not considered as an official challenge
entry.

3 The RoadText-1K Dataset

The RoadText-1K[15] dataset comprises 10-second video clips extracted from
the BDD100K[21] dataset. The videos are 720p and 30 fps, and capture diverse
locations, weather conditions (such as sunny, overcast, and rainy), as well as

4 https://rrc.cvc.uab.es/?ch=25



ICDAR 2023 RoadText Competition 3

Dataset Text in Videos [9] USTB-VidTEXT [18] YouTube Video Text [14] RoadText-1K [15]

Source Egocentric Youtube Youtube car-mounted
Size (Videos) 51 5 30 1000
Length (Seconds) varying varying 15 10
Resolution 720× 480 480× 320 1280× 720 1280× 720
Annotated Frames 27,824 27,670 13,500 300,000
Total Text Instances 143,588 41,932 16,620 1,280,613
Text type Scene Text Digital (captions) Scene Text and Digital Scene Text
Unique Words 3,563 306 224 8,263
Avg. text frequency per frame 5.1 1.5 1.23 4.2
Avg. Text Track length 46 161 72 48

Table 1. Comparison of RoadText-1K with existing text video datasets.

different times of day. To identify videos with a significant number of text in-
stances, an off-the-shelf text detector was utilised to scan through the frames
of the videos in BDD100K. The dataset was randomly partitioned into train,
validation and test sets of 500, 200 and 300 videos, respectively.

The bounding boxes and their transcriptions are provided at line level for all
the frames in the dataset. The tracks are classified into English, Non-English, and
Illegible. Ground truth ext transcriptions are provided only for text instances of
the English category. In contrast to most scene text datasets, text lines rather
than individual “words” (separated by spaces) were annotated to expedite an-
notation and avoid ambiguity in cases involving numbers or abbreviations.

4 RoadText-1K Challenge

4.1 Evaluation Metrics

The evaluation is based on an adaptation of the CLEAR-MOT [3,13] and ID[16]
frameworks, designed for tracking multiple objects. Each submission is evalu-
ated using three different metrics, namely Multiple Object Tracking Precision
(MOTP), Multiple Object Tracking Accuracy (MOTA), and IDF1 score. The
number of objects tracked for at least 80 per cent of their lifespan are considered
as “Mostly Matched”. Those objects that are tracked between 20 and 80 per

Fig. 2. These are sample frames from clips in RoadText-1K, and they have annotations
indicating the location and transcription of the text overlaid on them. The boxes that
are colored green indicate English text, the ones in blue represent non-English text,
and the red boxes represent text that is illegible.
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Table 2. Affiliations and the methods of the competition participants.

Method Affiliation

ClusterFlow Google
TH-DL Tsinghua University
TencentOCR TencentOCR
TransDETR ByteDance Inc
RoadText DRTE KLE Technological University
SCUT-MMOCR-KS South China University of Technology, Shanghai AI

Laboratory and KingSoft Office CV R&D Department

cent of their lifespan fall under“Partially Matched”, and those tracked for less
than 20 per cent of their lifespan are categorised as “Mostly Lost”. For ranking
the submissions, MOTA is used. During the evaluation process, a predicted word
is classified as a true positive if its intersection over union with a ground-truth
word is greater than 0.5 and the predicted transcription matches the ground
truth transcription. The assessment of transcription is case insensitive and it
is only done for English category tracks. Leading and trailing spaces are disre-
garded, and instances of two or more spaces are treated as a single space. The
recognition of punctuation marks at the start or end of a ground truth word
is discretionary and does not influence the evaluation. The evaluation process
does not consider areas that contain illegible or non-English legible text. As a
result, if a method fails to detect such words, it will not be penalised. Similarly,
a method that is successful in detecting such words does not receive a higher
score. Even though we only have a single end-to-end task, we also provide results
of detection and tracking without taking recognition into account.

4.2 Submitted Methods

The challenge received a total of 16 submissions, out of which 6 were unique
and had fulfilled all the competition criteria. The contestants were permitted to
submit multiple entries, but they were required to select a single submission as
their official entry for the competition. This selection had to be made blindly,
without access to the evaluation scores for the submissions. Table 2 presents the
names of the submitted methods and affiliations. A brief description of the 6
submitted methods is provided below:

ClusterFlow - ClusterFlow benefits from merging multiple algorithms, in-
cluding optical character recognition (OCR), optical flow, clustering, and deci-
sion trees. The approach involves using a cloud API to extract OCR results at
the line level for every image frame of each video, followed by calculating a dense
optical flow field using a modern RAFT implementation. The optical flow field is
then used to temporally extend the OCR line results to generate tubes or track-
lets of lines, which are then grouped into clusters across the entire video using
an unsupervised clustering algorithm. To achieve this, the algorithm searches
for the optimal distance metric between tracklets, clustering algorithm, and hy-
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perparameters using the training dataset. Once the tracklets are clustered, the
algorithm selects geometry and text from the tracklet to create tracked lines
that appear at most once within any video frame. This is accomplished by gen-
erating a set of features from each line appearance, tracklet, and cluster, which
are then inputted into a classification algorithm. The classification algorithm is
trained to select the appearances of the cluster that match the ground truth
in the training set. During inference, the classification probabilities are used to
choose the most suitable line text appearance within a cluster at any video frame.

TH-DL - It uses an integrated approach for text detection, recognition, and
tracking in driving videos. For text detection and recognition, the algorithm
adopts TESTR[22] based on Transformer and finetunes the pre-trained TESTR
model on the training set of the Roadtext Challenge. For multi-object tracking,
ByteTrack[23] is employed, which uses similarities with tracklets to recover true
objects from low score detection boxes. A post-processing module is included to
filter duplicate instances of text detection and recognition.

TencentOCR - It integrates the detection results of DBNet[10] and Cascade
MaskRCNN[4], built with multiple backbone architectures, with the Parseq[2]
English recognition model for recognition and further improves the end-to-end
tracking with OCSort[5]. The result is end-to-end tracking and trajectory recog-
nition.

TransDetr - The method used in this submission is TransDETR[19]. The
approach involves pre-training the network weights on the ICDAR2015 video[9]
and fine-tuning the network on the RoadText-3K[7] and BOVText[20] datasets
for 20 epochs each. Finally, the network is fine-tuned on the RoadText-1K dataset
for 20 epochs.

RoadText DRTE - EasyOCR[8] is used to perform the subtasks of detec-
tion and recognition on the RoadText-1K[15] dataset. The algorithm uses the
CRAFT[1] algorithm for detection and the CRNN[17] model for recognition.
Once the video is processed frame by frame, the algorithm performs the track-
ing subtask by assigning a unique ID to each unique transcription in the video.
Instances of the same unique transcription are assigned the same ID throughout
the video.

SCUT-MMOCR-KS - This submission utilizes DBNet++[11] for text de-
tection, which is first pre-trained on a collection of TextOCR, HierText[12],
DSText, YVT[14], ICDAR2015-Video[9], and Minetto before being fine-tuned
on DSText. For text recognition, a ViT-based[6] recognizer is used, which is pre-
trained on 10M unlabeled real STR images and fine-tuned on 4M labelled real
STR images. CoText tracking module is used for text tracking.
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Table 3. Results of RoadText video text detection, tracking

Method MOTA MOTP IDF1 Mostly Matched Partially Matched Mostly Lost

TransDETR 37.53 74.18% 60.27% 1665 1762 1563
ClusterFlow 36.01 70.29% 61.19% 1757 1194 2029
TH-DL 31.07 75.20% 62.35% 2180 1495 1317
TencentOCR 16.40 66.59% 42.58% 746 894 3231
SCUT-MMOCR-KS -10.27 71.84% 56.91% 2354 1660 978
RoadText DRTE -27.61 70.46% 17.42% 1083 1692 2214

Fig. 3. The chart illustrates the results for text detection and tracking, with MOTA,
MOTP, and IDF1 represented by blue, red, and yellow bars, respectively.

Table 4. Results of RoadText video text detection, tracking and recognition

Method MOTA MOTP IDF1 Mostly Matched Partially Matched Mostly Lost

ClusterFlow 11.09 69.04% 48.07% 1392 920 2668
TH-DL -23.10 72.83% 37.34% 1235 737 3020
TencentOCR -23.87 56.19% 19.71% 315 454 4102
TransDETR -28.50 68.74% 26.87% 660 741 3589
RoadText DRTE -61.39 65.47% 12.08% 146 823 4020
SCUT-MMOCR-KS -77.1 67.83% 29.6% 1196 918 2878

The participants could use any dataset for training their methods, except the RoadText-1K test set.

4.3 Analysis

The results of the evaluation are presented in Table 3 and Table 4, with the
first one focusing on text detection and tracking and the second one displaying
text tracking results with recognition. In the absence of recognition, the method
with the highest MOTA score was TransDETR, while TH-DL achieved the high-
est MOTP score and IDF1 score for text tracking. However, in the presence of
recognition, ClusterFlow is the winner of the competition and the only method
with a positive MOTA value and also achieved the highest IDF1 score, while
TH-DL maintained its position for the highest MOTP value. The commercial
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Fig. 4. The chart illustrates the results for text detection, tracking and recognition,
with MOTA, MOTP, and IDF1 represented by blue, red, and yellow bars, respectively.

Google OCR performs better in comparison to TH-DL, which utilizes TESTR,
SCUT-MMOCR-KS, employing ViT-based, and TencentOCR, which relies on
Parseq methods for recognition. In the evaluation process, predicted words are
only considered true positives when they match the ground truth. This means
that if the recognition fails to identify a word, the corresponding track will be
considered a false positive, leading to negative MOTA values. Text that appears
in a frontal or head-on position is relatively easy to detect. However, text de-
tection methods appear to struggle when presented with text instances such as
fancy shop signage or text situated on distant portions of the road beyond the
driver’s lane.
The participants utilized various approaches and strategies to enhance the effec-
tiveness of their methods. These include pre-training and fine-tuning models on
diverse datasets, implementing post-processing steps like filtering out repeated
text detection and recognition instances to improve outcomes, and merging mul-
tiple algorithms and methods. Despite these efforts, the detection, tracking, and
recognition still have significant room for improvement, particularly recognition
in challenging scenarios presented by the dataset.

5 Conclusions and Future Work

The text detection, tracking and recognition challenge introduces a robust bench-
mark based on driving videos. The challenge is based on the already existing
RoadText-1K dataset and has received a total of 16 submissions from multiple
teams. In this report, we have summarised the unique features of the RoadText-
1K dataset, which make it particularly challenging and different from previous
datasets. The report also details a concise overview and an analysis of the sub-
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Fig. 5. Sample visualisation of the detected text and the recognition are shown for
the ground truth and the top three methods. Green bounding boxes are drawn over
detected text, and the recognised text is displayed over the bounding box.
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missions. The RoadText challenge will remain open for new submissions in the
future, thereby providing a platform for researchers to benchmark and show-
case their methods. Looking ahead, we plan to expand the RoadText challenge
further by gaining deeper insights into the results and incorporating additional
tasks that encompass multilingual settings.
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