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Abstract. In this report, we present the final results of the ICDAR 2023
Competition on RoadText Video Text Detection, Tracking and Recogni-
tion. The RoadText challenge is based on the RoadText-1K dataset and
aims to assess and enhance current methods for scene text detection,
recognition, and tracking in videos. The RoadText-1K dataset contains
1000 dash cam videos with annotations for text bounding boxes and
transcriptions in every frame. The competition features an end-to-end
task, requiring systems to accurately detect, track, and recognize text
in dash cam videos. The paper presents a comprehensive review of the
submitted methods along with a detailed analysis of the results obtained
by the methods. The analysis provides valuable insights into the cur-
rent capabilities and limitations of video text detection, tracking, and
recognition systems for dashcam videos.
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1 Introduction

Text detection and recognition in videos have traditionally been explored by
the document analysis community. The last text-tracking competition was held
nearly a decade ago and introduced the Text in Videos[9] dataset, which com-
prises 51 egocentric videos encompassing indoor and outdoor scenarios. Othe
rpopular datasets that deal with text in videos are USTB-VidTEXT[18] and
YouTube Video Text(YVT)[14]. They contain videos sourced from YouTube.
The USTB-VidTEXT dataset primarily consists of text in the form of overlaid
captions, whereas the YVT includes both born-digital text and scene text. These
datasets contain videos with text that are incidental and widely dispersed across
the scene.
Compared to the ICDAR 2013-15 Text-in-Videos Challenge that used a dataset
containing 50 videos, our challenge uses the RoadText1K[15] dataset having
much larger and diverse set of videos. The text objects in driving videos typi-
cally have short lifetimes, which require models tolerant to occlusions, able to
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