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Figure 1: The pipeline generates a talking face video from a sign language video. Given a sign language video first the trans-
former based module generates the corresponding translations. Then the translated sentence is fed to a TTS module to gen-
erate the corresponding speech. Then given an avatar and the speech to the Wav2Lip module, it generates a Sign Language
tallking face video where the lips are in sync with the audio.

ABSTRACT
Communication with the deaf community relies profoundly on
the interpretation of sign languages performed by the signers. In
light of the recent breakthroughs in sign language translations,
we propose a pipeline that we term "Translating Sign Language
Videos to Talking Faces". In this context, we improve the existing
sign language translation systems by using POS tags to improve
language modeling. We further extend the challenge to develop
a system that can interpret a video from a signer to an avatar
speaking in spoken languages. We focus on the translation systems
that attempt to translate sign languages to text without glosses,
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an expensive annotation form. We critically analyze two state-of-
the-art architectures, and based on their limitations, we improvise
the systems. We propose a two-stage approach to translate sign
language into intermediate text followed by a language model to get
the final predictions. Quantitative evaluations on the challenging
benchmarks on RWTH-PHOENIX-Weather 2014 T show that the
translation accuracy of the texts generated by our translation model
improves the state-of-the-art models by approximately 3 points.
We then build a working text to talking face generation pipeline by
bringing together multiple existing modules. The overall pipeline
is capable of generating talking face videos with speech from sign
language poses. Additional materials about this project including
the codes and a demo video can be found in https://seshadri-c.
github.io/SLV2TF/
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1 INTRODUCTION
Sign language is a system of communication using visual gestures
and, signs, as used by the deaf community and is the main mode
of their communication. They being visual in a sense have mul-
tiple channels of input as information. To say they include hand
movements, facial expressions, lip movements, head movements
and body gestures.

Linguistic system of sign language(s) differs from natural lan-
guages and have its own specific linguistic rules [32]. They do not
have a syntactical alignment with their natural language counter-
parts. They differ in word orderings and do not possess a monotonic
direction. As a result of such disparities sign language transla-
tion(SLT) methods conjointly learn the embedding space of sign
sentence videos and natural languages as mappings between them,
leading to a complex sequence learning problem. SLT problems can
be of two types of which we experiment on the former one:

(i) Natural language text generation from sign language videos,
and,

(ii) Sign language video generation from spoken language text.

Generating natural text from sign language has recently gained
traction in the computer vision community. Existing Sign Language
Translation (SLT) approaches can be categorised into two-staged
and one-staged approaches based on whether they need further
annotations for video and text alignments.

Sign-to-Gloss & Gloss-to-Text Approaches: Two staged ap-
proaches use gloss annotations, which are sign language gestures
in a sequence relative to the video. Glosses are used in an inter-
mediate stage and serve as a label. These models first learn to
acknowledge gestures exploiting gloss annotations, then rearrange
the recognition results into spoken language sentences. In these
approaches, gloss annotations significantly facilitate syntactic align-
ment. However, gloss annotations are not straightforward to amass
since annotators need extensive experience in sign languages [4].

Sign-to-Text Approaches: On the other hand, the one-staged
approaches learn to translate sign videos to natural languages with-
out the intermediary glosses. To generate spoken language phrases
once the information inserted into the sign phrases has been un-
derstood by the system. Sign languages have their own unique
grammatical and linguistic structures, which often don’t have one-
to-one characteristics of their counterparts as discussed earlier. This
problem really sends a translation task to a machine. Initial studies
by computer linguists have been used to map sign glosses and their
spoken word translations through text-to-text statistical machine
translation models. Glosses, however, are reduced representations

of the sign guides and language writers are nonetheless unanimous
in their annotation of sign languages.

Few contributions to continuous video SLTweremade, especially
due to the lack of proper data sets for the formation of such models.
Recently [4] released the first sign language video available to the
public on the spoken word translation data, namely PHOENIX14T.

The aim of this paper is to increase the performance of the
one-staged strategy by splitting the sequencing problem into two
problems and using language modelling to improve the perfor-
mance. The BLEU score improved by almost 2 points, which is an
improvement over the available literature based on the current ar-
rangement.We employed an external end-to-end trainable language
model to target the tokens that were most frequently misconstrued,
and we provided an novel POS tagged technique that substitutes
tokens with their associated POS tags first, then recovers them to
the same vocab space.

We also generate a talking faces avatar accompanying the signer.
This is an application of sign language translation merged with
talking face generation models. Generating talking faces avatars
provide people with hearing or speech loss a sense of complemen-
tary fulfillment and helps them overcome the tag "impaired". It is
similar to attaching an artificial leg to a physically immobile person.
It has many novel use cases:
(i) People with hearing and speech disorders can teach courses

where they will be signing while their avatars perform the
complementary actions that a commoner will understand.

(ii) They can speak at various conferences, seminars or workshops
but limited to unidirectional interaction.

(iii) Serves as one way interaction for activities like news reading
environment.

(iv) Enables the community to create content for different digital
mediums.

In this paper, we study two different architectures, Sign Language
Translation using Transformers [4] and Sign Language Translation
via Temporal Semantic Pyramid Segmentations [27].

The contributions of this paper can be summarized as :
(i) A novel POS-tagged methodology that improvise the scores

of the above one-staged SLT models.
(ii) The first successful implementation of an end-to-end pipeline

that can translate sign language videos from signers to Speak-
ing Avatar.

(iii) A range of use cases of our implementations discussed earlier
that can prove to be a great boon for the hearing or speech
impaired community.

The rest of this paper is organized as follows: In Section 2 we
survey the works that are related to sign language translation(SLT)
and lip synchronization. In Section 4 we discuss the generic SLT
problem and discussed the architectures SLT using transformers [4]
and SLT using TSPNet [27] and the limitations of these architectures
in Section 3.4. In Section 4.1 upon analysing the shortcomings of
these models and the sign videos with the vocabulary we propose a
novel methodology to improvise their scores. We share our training
pipeline in Section 4.4.1. Then we discuss the pipeline to generate
talking face avatar in Section 4.5. In Section 5we discuss the training
dataset and the evaluating metrics. We then report the quantitative
results in Section 5.2 where we report the previous two baseline
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results and our improvised scores. In Section 6, we share translation
examples generated by our network to give the reader further
qualitative insight of how our approach performs. We conclude the
paper in Section 6 by discussing our findings and possible future
work. Please check our demo video and additional materials for
this project in this website1

2 RELATEDWORKS
We survey and summarize the current works tackling sign language
to text conversion that are available in the literature.

2.1 Sign Gesture Segmentations
Firstly, sign sentences, often created using theme-comment struc-
tures [38], must be detected by the system from continuous sign
language videos. For texts based translation tasks, this is trivial
in terms of the models’ ability to use punctuation marks in sepa-
rate phrases. On the other hand, speaking-based recognition and
translation systems seek pauses between phonemes to spoken lan-
guage segment utterances, e.g. silent regions. Studies on automatic
sign segmentation [20, 34, 36] were previously carried out in the
literature. However, no study is available to the best of the authors
to ensure continuous sign video segmentation that enhances sign
language translations.

2.2 Sign Language Recognition
SLR methods are roughly divided into isolated SLRs [12, 17, 18] and
continuous [4, 19]. SIRs can be divided into an SLR method. Unlike
isolated SLRs, most CSLR approach the sequence recognition of the
model weakly as a perception.

Some early CSLR methods [9, 23] adopt a paradigm for dividing
and winning signs into subunits with HMM-based recognition
systems to work on limited data.

The latest computer vision successes of the CNN [10, 25, 30] offer
a powerful tool for reproducing visual features. CNNs often need
frame-wise annotations, however, which conflict with the CSLR’s
weakly monitored nature. Koller et al. [13] propose an iterative
expectation/maximation approach, which includes an intermedi-
ate task of providing frame-level supervision for a classification of
hand-shaped shapes in the GMM-HMM model. Some of the work
is being extended by proposing frameworks of CNN+LSTM+HMM
[14], including further indication [19] and improving the iterative
approach to alignment [15]. The iterative CNN-LSTM-HMM con-
figuration offers robust visual features, which many recent works
take into account [2, 3].

2.3 Sign Language Translation
The PHOENIX Weather 2014T dataset was formalised at [4], and a
2D CNN model was jointly used for extracting gloss-level features
from video frames and a seq model for German sign language
translation. Subsequent work on the CSLR component is being
carried out in the SLT [35].

A contemporary paper [5] also achieves encouraging results
for both tokenization and translation by using a multi-task Trans-
former, although its CSLR performance is not optimal with a Word

1https://seshadri-c.github.io/SLV2TF/

Error Rate that is higher than basic models. Another paper [27]
introduced an interesting sign gesture segmentation mechanism
that improvised the scores of [4] by a great extent.

We also survey related works in neural machine translation and
generation of talking faces as they are relevant in the context of
our work.

2.4 Neural Machine Translation
The neural machine translation(NMT) task is to translate one lan-
guage into one another. The majority of NMT models follow a
paradigm encoder-decoder. Previous works use RNN for temporary
semantic modelling [7, 22, 37]. Mechanisms for the treatment of
long-term dependence were subsequently adopted in [1, 29] us-
ing attentions. Instead of RNNs, new transformer models [11, 40]
are based entirely on attention to sequence modelling and feed-
ing layers. Both translation quality and efficiency are significantly
improved.

2.5 Lip Synchronization
The lip synchronization task is to generate talking faces from speech
and a reference image. The majority of lip synchronization models
follow a paradigm encoder-decoder. Previous works like You Said
That [8] simply encodes an audio segments and a face with lower
half masked and which targets a face with shape of the lips changed
mapping to phoneme levels. Though much recent works ( [33], [21])
uses GAN discriminators to improve the quality of video generation.

3 DESIGN ARCHITECTURES
Herewe first formulate the problem of sign language translation and
then analyse the constraints of two alternative design architectures
and proposed a realistic method to enhance the translation scores.

3.1 Problem Formulation
Translating sign videos to spoken language is a sequence-to-sequence
learning problem. Our objective is to learn the conditional proba-
bility 𝑝 (𝑦 |𝑥), where 𝑦 is a sentence i.e 𝑦 = (𝑦1, 𝑦2, ..., 𝑦𝑀 ) consist-
ing of 𝑀 number of words and 𝑥 is the corresponding video i.e.
𝑥 = (𝑥1, 𝑥2, 𝑥3, ..., 𝑥𝑁 ) with 𝑁 number of frames. This is not an easy
task as the number of frames in sign video is far above the number
of words in its speech translation, i.e 𝑁 >> 𝑀 . In addition, the cor-
respondence between spoken language stream and sign language
sequences is usually unknown, non-monotonic and inconsistent.
In addition to typical translation activities that operate on text, our
source sequences are videos. This makes it difficult utilizing the
classical sequence models comparable to the RNNs.

3.2 Sign Language Translation using
Transformers [4]

The first architecture that we studied, analysed the shortcomings
of the model and later improved the architecture for better scores.
In the upcoming section we have discussed the data processing
i.e. how the embeddings are generated from raw data. In section
3.2.1, we discuss the spatial and textual embeddings, in section 3.2.2
we brief the architecture of [4] and in section 3.4.1 we discuss its
limitations.

https://seshadri-c.github.io/SLV2TF/


ICVGIP ’21, December 19–22, 2021, Jodhpur, India

3.2.1 Spatial andWord Embeddings : NMT approaches begin
by employing word embeddings for the tokenized source and the
destination sequences. These embeddings are either learned from
scratch or pretrained on larger datasets and fine-tuned during train-
ing. Contrary to text translations, sign language translations, have
visual scenes in it. Training the model, needs to learn the spatial
embeddings as a form of representation of sign videos.

This is accomplished via 2D CNNs. Given a sign video 𝑣 , and the
CNNs extract spatial domain representations as :

𝑓𝑡 = 𝑆𝑝𝑎𝑡𝑖𝑎𝑙𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔𝑠 (𝑣𝑡 ) (1)

where, 𝑓𝑡 represents the spatial embeddings of a frame 𝑣𝑡 at the 𝑡𝑡ℎ
time step, when feed forwarded through the network of 2D CNNs.

For the spatial embeddings, ResNet [16] feature extractors have
been used to extract the frame level features, which was pretrained
on the ImageNet[10] data.

Similarly, for word embeddings, fully connected layers are used
to learn the embedding space which is a linear projection from one
hot encoding of the words which is represented as :

𝑒𝑡 =𝑊𝑜𝑟𝑑𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔𝑠 (𝑠𝑡 ) (2)

where, 𝑒𝑡 represents the embeddings of the spoken word 𝑠𝑡 which
is the 𝑡𝑡ℎ word of a sentence 𝑠 .

3.2.2 Model Architecture : The architecture used here is a
sequence-to-sequence modelling architecture i.e., the transform-
ers [40]. The transformer follows an encoder-decoder style. Here
the encoders and the decoders have a sequence of layers which
cardinally need to be the same for both the blocks. As per design
choices 𝑁 = 6, i.e., a 6 − 𝑙𝑎𝑦𝑒𝑟𝑒𝑑 stack of the network is chosen.

The network also uses attention mechanisms to map the features
between the intermediate embedding space of the encoders and
decoders. As per design choices, experiments are performed for both
Bahadanu’s [1] attention and Luong’s attention where Bahadanu’s
attention showed superiority than the other in terms of BLEU
scores.

3.3 Sign Language Translation via Temporal
Semantic Pyramid Segmentations [27]

In this work a Temporal Semantic Pyramid Network is proposed.
Here we analysed the shortcomings of themodel and later improved
the translation scores by altering the input space in the textual
domain. Here we have discussed the data processing i.e., how the
embeddings are generated from raw data, and then, discussed the
architecture and in latter some light is thrown upon its limitations.

3.3.1 Spatial and Word Embeddings : Contrary to the previ-
ous approach, the model learns sign video representations that
encode both spatial appearance and temporal dynamics. However,
it is difficult to acquire exact segments of gestures from a con-
tinuous sign video, while noisy segments introduce considerable
uncertainty to feature learning. So here multi-scale segment repre-
sentation is proposed.

Earlier SLT methods learn frame-wise video characteristics, the
temporal semantics of gestures are neglected for such characteris-
tics from static images.

Given a video of 𝑡 frames 𝑉 = 𝑣0, 𝑣1, ..., 𝑣𝑡−1 with 𝑣𝑖 a video
frame, a video segment 𝑠𝑚,𝑛 is a sub-sequence of 𝑆 , denoted as
𝑠𝑚𝑛

= 𝑠𝑚, 𝑠𝑚+1, ..., 𝑠𝑚+𝑛−1. Here each segment is obtained by choos-
ing a fixed window width 𝑤 and a stride. Since a gesture last for
around half a second (i.e. 12 frames) the window length is consid-
ered to be𝑤 = 12 for the PHOENIX dataset. Now for each of these
video segments, the I3D [6] feature extractor is used to generate a
representation in the embedding space which is a new Two-Stream
Inflatable 3D ConvNet (I3D).

Similar to previous approach here the word embeddings are fed
to the model which are pretrained and non trainable. Here, the
byte-pair encoding (BPE) is used which is trained on Wikipedia
and its intended use is as input for neural models in natural lan-
guage processing. It gives a sub word segmentation that is often
good enough, without requiring tokenization or morphological
analysis. Pre-trained byte-pair embeddings work surprisingly well
as it requires no tokenization and is much smaller than the other
alternatives.

3.3.2 Model Architecture : The architecture is almost the same
as that of the SLT [4], except for mapping the attentions Here Inter-
Scale and Intra-Scale attentions are used. Inter Scale attentions
looks upon to enforce local semantic consistency to compensate
for the effect of inaccurate video segmentation, while Intra Scale
attentions enhance features across all the local regions.

3.4 Limitations of the Previous Works
3.4.1 Limitations of SLTusingTransformers [4] : Limitations
of the model can be critically analysed from the qualitative evalu-
ation of the translations. Evidently from [4] that the model was
making mistakes in the translation of dates, places and numbers.

Another concern is about the temporal dynamics in the input
feature space. Since frame wise features were extracted instead of
sign language gestures using ResNet, so the temporal dynamics
have not been taken care off. These actions or gestures in case of the
sign language when feed forwarded to the network will improve
the translation accuracy.

3.4.2 Limitations of SLT using TSPNet [27] : The qualitative
evaluation of translations is carefully scrutinised to understand the
limitations of this model. It was evident that the model mostly made
mistakes with the low-frequency words that are very challenging to
translate such as city names. Additionally, facial expressions often
convey indications that are not clearly represented by the model.

So, the previous models cannot capture the low frequency words
and which are not explicitly defined by the hand movements and
fingers rather by facial expressions and lip movements to be specific.
So here upon statistically analysing the vocab we have proposed a
POS tagging method which is explained in detailed manner in the
following section.

4 PROPOSED METHODOLOGY
In this section we discuss a novel two-staged approach that im-
proves sign language translation with the help of text labelling and
language modelling.
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4.1 POS Tagging
The practice of labeling a term in a text, based on its definition and
context in corpus linguistics, as a part of speech marking is termed
as POS or grammatical tagging. An extensive study of the two state-
of-the-art sign language translation models and critically analysing
their limitations we proposed a novel approach that improves the
the translation scores. Both the previous approaches made a sub-
stantial amount of error while predicting the low-frequency words
which were mostly labelled as proper nouns and numbers. These
findings are discussed in the section 4.2

4.2 Frequency Analysis of major POS tags :
The frequency of occurrence of the different parts of speech, namely
Pro-noun, Adverb, Noun, Adjective, Verb, Proper Noun, and Num-
ber, is shown in table 1. It shows the total number of occurrences
of the words w.r.t the different parts of speech and the unique
occurrence of the words in a specific POS set.

Parts Of Speech Tags Tot. Num. of Occur. Unique Occur.

Pronoun 5680 50
Adverb 15375 259
Noun 23248 1125

Adjective 10360 937
Verb 6950 657

Proper Noun 2963 374
Number 240 48

Table 1: Major Parts of Speech Tags with their total number
of occurrences in the train set and their unique occurrences.

Next, we plot the ratio

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜 𝑓 𝑂𝑐𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜 𝑓 𝑈𝑛𝑖𝑞𝑢𝑒 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑠𝑝𝑒𝑖 𝑓 𝑖𝑐 𝑃𝑂𝑆 𝑠𝑒𝑡
,

to observe the low-frequency words that have the most number of
new occurrences in the specific POS set.

From figure 2, we derive that the POS set proper noun and the
number are shown in green, having the lowest frequencies com-
pared to others.

4.3 Improvement :
We present an algorithm which in simple sense, transforms sen-
tences based on POS tagging with the findings from the previous
section 4.2

The vocab space before and after transforming all the sentences
in the Train, Dev, and Test set of RWTH-PHOENIX-Weather 2014T
dataset is mapped in Table 2. The transformation leads to a substan-
tial rise in BLEU scores. For SLT [4], scores have increased from
9.58 to 12.01, and for TSPNet [27], it increased up to 15.82 from
13.41. The results can be referred from table 3 which is further de-
scribed quantitatively in the section 5.2 and qualitatively in section
6.

Figure 2: Histogram plot that shows the frequencies of each
POS tags based on their unique occurrence. Here the X-axis
correspond to the major parts of speech tags and the Y-axis
correspond to the ratio of their total number of occurrences :
unique occurrences in the training set of sentences. The low
frequency POS tags are shown green in colour.

Algorithm 1: Transform Sentences after POS tagging
Result: Tokenized Sentence by replacing specific POS
input_sentence;
tokenized_list = [];
tokenized_sentence = list(tokenizer(input_sentence));
for token in tokenized_sentence do

if POS(token) is ’propn’ then
tokenized_list += ’propn’

else if POS(token) is ’num’ then
tokenized_list += ’num’

else
tokenized_list += token

end
end
return tokenized_list

Category Train-Set Dev-Set Test-Set

Uni. Words in Orig. Sent. 2891 955 1005
Uni. Words in Trans. Sent. 2698 864 916

Table 2: Number of words in the vocab space of train, dev
and test set after applying the sentence transformation al-
gorithm using POS tags. First row correspond to the given
set of sentences and second row corresponds to the trans-
formed sentences.
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4.4 Training Pipeline
There are two steps to our training process. In Stage 1, we predict
POS tagged phrases from sign language videos, and in Stage 2, we
use a transformer-based language model to substitute the POS tags.

The processing of our source and target data, as well as the train-
ing pipeline for both stages, are covered in detail in the subsequent
sections.

4.4.1 Stage 1 : Sign language video to POS tagged sentence.
This section discusses the aggregated training pipeline of the two
state-of-the-art architectures SLT [4] and TSPNet [27], for our pro-
cessed input sequences. First, we discuss the data processing for
the encoder and decoder for the two different aforementioned ar-
chitectures, and then their respective training paradigms.

Data Processing(Video) : In SLT [4], for each video, frame-
wise features are extracted using Resnet [16] feature extractor. Only
the spatial dynamics have been taken care of, and the temporal
dynamics are required must be learnt from the transformers. More
details about the processing can be found in section 3.2.1.

Contrary to this approach TSPNet [27] processes video much
like gesture segments.. Estimating that a sign gesture can last for
around 0.5 seconds for the Phoenix dataset with a frame rate of
around 25fps, 12 frames are considered. The feature embeddings
are extracted, stacked up, and fed to the transformer for training
using a pre-trained I3D feature extractor. The temporal dynamics
are also taken care of as I3D utilises 3D convolutions with spatial
information. Further details related to processing can be found in
section 3.3.1.

Data Processing(Text) : Textual embeddings can be trainable
or non-trainable. In SLT, spoken language words are first projected
as one-hot encoding vectors into the vocab space, and then using
two fully connected linear layers, the embeddings are learnt. While
in case of TSPNet embeddings are generated using German BPE.

Training : The full training pipeline is shown in figure 3. It
is a typical transformer architecture with encoder-decoder blocks.
To start with, the video segments pass through the temporal and
spatial feature extractors, different for the two architectures, as
discussed in previous section. Then the different video feature em-
beddings are stacked up and feed forwarded to the encoder block
for training. Similarly, for the decoder, we transform the spoken
language sentences to POS tagged sentences where the correspond-
ing POS tags replace the low-frequency words in the context of the
given sentence. Then this modified sentence is subsequently fed to
the block of textual embeddings.

SLT uses self-attention mechanism within the encoders while
TSPNet uses inter-scale and intra-scale attention mechanisms be-
tween the different sign gesture segments. Those attentions are
mapped again to the decoder textual embeddings. In the last few
decoder layers, the intermediate embeddings are passed through a
linear layer and followed to a softmax layer that maps probability
values in the vocab space. At each iteration, the decoder works iter-
atively, giving out the probabilities for the 𝑡𝑡ℎ word in vocab space
at the 𝑡𝑡ℎ time step. After integrating all the words, the translated
natural sentence is generated for its corresponding sign language
video given as an input.

Figure 3: Training Pipeline, for detailed working read sec-
tion 4.4.1.

4.4.2 Stage 2 : POS tagged sentence to Ground Truth sen-
tence. This section covers the second stage of our training pipeline,
which entails mapping POS-tagged sentences to ground truth state-
ments. The processing of our source and target texts, as well as the
training approach, are discussed in the following paragraphs.

Data Processing(Source Text) : We read all of the ground
truth sentences from the RWTH-PHOENIX-Weather 2014T(RPWT)
dataset and tokenized them with the spacy german tokenizer for
preparation. After that, we use the POS tags to replace proper
nouns with PROPN and numbers with NUM. This is then fed into
the transformer in the order that the time steps dictate.

Data Processing(Target Text) : The target text is taken from
the aforementioned dataset’s actual ground truth statements. The
sentences are tokenized with the same spacy German tokenizer and
sent in time steps to the transformer decoder.

Training : The training pipeline of our second stage is shown
in figure 4. This architecture is similar to the previous transformer
architecture with few differences in the source embedding side. To
start with we first feed the processed source text obtained using al-
gorithm 1. Similarly, for the decoder, we tokenize the actual ground
truth sentences and are fed to the transformers.

The encoders in the transformer use a self-attention method.
Those attentions are remapped to the textual embeddings of the
decoder. The intermediate embeddings are sent through a linear
layer and then to a softmax layer, which maps probability values in
the vocab space, in the last few decoder levels. The decoder works
iteratively with each iteration, returning the probabilities for the
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𝑡𝑡ℎ word in vocab space at the 𝑡𝑡ℎ time step. The translated natural
sentence for the related POS tagged sentence given as an input is
generated after all the words have been integrated.

In contrast to stage one, this time we’re mapping the decoder’s
output to the actual vocab space, thus we get sentences back with
the POS tags substituted by terms from the train vocab space.

Figure 4: Training Pipeline of our second stage to replace the
POS tags, for detailed working read section 4.4.2.

4.5 Talking Face Generation
Generating spoken languages from sign language videos was our
primary interest which we have discussed in our introduction. We
discuss the two-staged method to generate talking faced avatars
from sentences with the talking face video of its corresponding sign
language counterpart. In the upcoming section 4.5.1 we discuss the
generation of speech from sign language translation, and in section
4.5.2 we discuss the generation of the talking face avatar.

4.5.1 Text-to-Speech. A German Text-To-Speech (TTS)is used to
generate spoken language sentences from the translation sentences.
Amazon Polly, a service that turns text into life-like speech, allows
us to create applications that talk and build entirely new categories
of speech-enabled products

4.5.2 Wav2Lip. Realistic generation of talking face videos was
achieved by a few recent works [26, 39] We have used Wav2Lip
[33] for generating speaking faces video, which focuses on lip-
syncing unconstrained talking face videos to match any target
speech, not limited by identities, voices, or vocabulary.

5 EXPERIMENTS
5.1 Dataset and Metrics
We evaluate the RWTH-PHOENIX-Weather 2014T (RPWT) [4]. It is
the only standard sign language translation dataset publicly avail-
able for training and inference. We use 7096, 519, 642 videos for
training, validation and test sets, respectively, to follow the official
RPWT data partition protocol. Nine signers in German Sign Lan-
guage (GSL) perform, these samples and translations in English are
also made available. The RPWT dataset contains a varied 3k Ger-
man word vocabulary. This distinguishes sign language translation
from most tasks of vision and language which usually have a small
vocabulary and a simple phrase structure.

We use BLEU [31]] scores, which is commonly used for machine
translation, to measure our translation performance. As a BLEU
score, we report BLEU-1,2,3,4 to provide better insights into the
performance of the translation at different sentence levels. We
also use ROUGE-L [28] that measures the F1 score based on the
longest common sub-sequences between predictions and ground-
truth translations.

Figure 5: Qualitative Evaluation of the Lip Synchronization
module i.e. the Wav2Lip. Here as the output from Wav2Lip
module, we show 6 faces that corresponds to the 6 red let-
tered phonemes in the words in the German sentence given
below the faces. The individual phonemes are also shown in
blue for each of the corresponding faces.

5.2 Quantitative Results
We perform experiments to improve the baseline scores for both the
architectures SLT [4] and TSPNet [27] using the RWTH-PHOENIX-
Weather 2014T [4] data set. All the networks are trained until
the perplexity of the training converges. We evaluate our dev/test
models for each epoch and report results (in Table : 3) using the
model with the best results on the dev set for both the architectures.



ICVGIP ’21, December 19–22, 2021, Jodhpur, India

Using POS tagging and a language model, we report that our
scores are better than the SLT [4] by 3 points BLEU increase and
TSPNet [27] by 2 points BLEU increase. There is also substantial
increase in the Rouge score for both the architectures, evident from
table 3.

5.3 Qualitative Results
5.3.1 Sign Language Translation. Our qualitative results are shared
in this section. The resulting translations are one of the obvious
ways to qualify for them. We share samples from our SLT [4] and
TSPNet [27]networks with POS tagging, in Table 4, together with
basic German ground truth and the transformed ground truth. Here
in the ground truth sentences, proper-nouns are shown green in
colour and numbers are shown brown in colour. After process-
ing the ground truth sentences using algorithm 1 each contextual
proper-nouns are replaced by <PROPN> and numbers are replaced
by <NUM>. Then using a language model we try to recover the
proper nouns and numbers. For a better comprehension, the reader
is given English translations for each German phrase. Our transla-
tions are pretty close to that of the transformed ground truth, and
are grammatically correct with semantic consistency.

5.3.2 Talking Faces Generation. In this section, we share the quali-
tative results of our talking face generation avatar. In figure 5 we
share the key frames uttering the phonemes. It can be seen evidently
that the lip shapes are in sync with the phonemes. The generation
of theses talking faces will be helpful for the deaf community to
lipread and get a better understanding of the translated sentences.
From the image it is readily evident that the lip movements for
the corresponding phonemes that are highlighted match the actual
human lip utterances.

6 CONCLUSION & FUTUREWORK
While it is effective to model sign language videos by using the
aforementioned transformer based architectures, we notice ade-
quate limitations in our model. From the qualitative evaluation
section and table 4 it’s already evident that our predicted trans-
lations are grammatically correct and are maintaining semantic
consistency. From the qualitative we can see that we tried to get
back the low frequency words i.e the proper nouns and numbers by
training our language based transformer. The low frequency words
are mostly uttered by lips or particularly by fingers. We also note
that the work [5] obtains a score of 20.17 BLEU-4 using the glos-
sary backbone networks of [24]. Our proposed procedure makes it
much easier to minimise the need of expensive annotations to learn
sign language translation models directly from natural language
sources, e.g. subtitled TV News or Films.

Apart from having a substantial increase in the scores as evi-
dent from table 3 we also generated a talking face avatar for the
corresponding sign videos. This provide people with hearing or
speech loss a sense of complementary fulfillment and helps them
overcome the tag "impaired". Using this they can participate in any
events that include one way interaction, like TV-news reporting,
teaching and attending conferences. Being a teacher they will be
signing, while their avatars perform the complementary actions
that a commoner will understand. As a speaker they can attend

conferences where they will be able to speak, i.e. they can attend
any events where one way interaction is the key.

As a part of future works we will include further modalities and
will mitigate the gloss-less and gloss-reliant performance gap so
that it will be useful in the wild. As a part of our second work
generating speech to sign language performing avatar is a future
scope for this paper.

We believe that our work sets a new paradigm for the sign
language community. Our generated talking face avatars will be a
great boon to the speech impaired community which will give them
a sense of complementary fulfillment and help them overcome the
tag "impaired".
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GT und nun die wettervorhersage fur morgen freitag den zwanzigsten november
(and now the weather forecast for tomorrow, friday the twentieth of november)

GT Tranformed und nun die wettervorhersage fur morgen freitag den <NUM> november
(and now the weather forecast for tomorrow, friday the <NUM> of november)

SLT + POS tag und nun die wettervorhersage fur morgen freitag den <NUM> oktober
(and now the weather forecast for tomorrow, friday the <NUM> of october)

SLT + POS tag + Lang. model und nun die wettervorhersage fur morgen freitag den zwanzigsten oktober
(and now the weather forecast for tomorrow, friday the twentieth of october)

TSPNet + POS tag und nun die wettervorhersage für morgen freitag den <NUM> juli
(and now the weather forecast for tomorrow, friday the <NUM> of july)

TSPNet + POS tag + Lang. model und nun die wettervorhersage für morgen freitag den zwanzig juli
(and now the weather forecast for tomorrow, friday the twenty of july)

GT am tag zwolf grad an der ostee und bis zwanzig grad in niedbayren
(on the day twelve degrees on the ostee and up to twenty degrees in niedbayren)

GT Transformed am tag <NUM> grad an der <PROPN> und bis <NUM> grad in <PROPN>
(on the day <NUM> degrees on the <PROPN> and up to <NUM> degrees in <PROPN>)

SLT + POS tag am tag <NUM> grad an der <PROPN> und bis zu <NUM> grad an der <PROPN>
(on the day <NUM> degrees on the <PROPN> and up to <NUM> degrees on the <PROPN>)

SLT + POS tag + Lang. model am tag dreissig grad an der schwächer und bis zu zwolf grad an der niedbayren
(on the day thirty degrees on the schwächer and up to tweleve degrees on the niedbayren)

TSPNet + POS tag es gelten entsprechende unwetterwarnungen des <PROPN> wetterdienstes im süden bis <NUM> grad
(corresponding storm warnings from the <PROPN> weather service apply in the south up to <NUM> degrees)

TSPNet + POS tag + Lang. model es gelten entsprechende unwetterwarnungen des niedbayren wetterdienstes im süden bis zwanzig grad
(corresponding storm warnings from the niedbayren weather service apply in the south up to twenty degrees)

GT und nun die wettervorhersage fur morgen mittowoch den dreissigsten marz
(and now the weather forecast for tomorrow wednesday the thirtieth of march)

GT Transformed und nun die wettervorhersage fur morgen mittowoch den <NUM> marz
(and now the weather forecast for tomorrow wednesday the <NUM> of march)

SLT + POS tag und nun die wettervorhersage fur morgen mittowoch den <NUM> marz
(and now the weather forecast for tomorrow wednesday the <NUM> of march)

SLT + POS tag + Lang. model und nun die wettervorhersage fur morgen mittowoch den dreissig marz
(and now the weather forecast for tomorrow wednesday the thirty of march)

TSPNet + POS tag und nun die wettervorhersage für morgen montag den <NUM> januar
(and now the weather forecast for tomorrow monday the <NUM> of january)

TSPNet + POS tag + Lang. model und nun die wettervorhersage für morgen montag den dressigsten januar
(and now the weather forecast for tomorrow monday the thirtieth of january)

Table 4: Qualitative Evaluation of Translation Results on RWTH-PHOENIX-Weather 2014T(TEST) dataset from our impro-
vised networks.GT refers to the ground truth translations. GT Transformed refers to the ground truth translations after im-
plementation of algorithm 1. SLT + POS tag refers to the predicted translation by our improvised SLT [4] network. SLT +
POS tag + Lang. model refers to the predicted translation by our trained language model on ground truth, which replaces the
POS tags. TSPNet + POS tag refers to the predicted translation by our improvised TSPNet [27] network. TSPNet + POS tag +
Lang. model refers to the predicted translation by our proposed language model. Each German sentence is accompanied by its
equivalent English translation for the ease of understanding.
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