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Abstract
Lipreading or visually recognizing speech from the mouth movements of a speaker is

a challenging and mentally taxing task. Unfortunately, multiple medical conditions force
people to depend on this skill in their day-to-day lives for essential communication. Pa-
tients suffering from ‘Amyotrophic Lateral Sclerosis’ (ALS) often lose muscle control,
consequently their ability to generate speech and communicate via lip movements. Ex-
isting large datasets do not focus on medical patients or curate personalized vocabulary
relevant to an individual. Collecting large-scale dataset of a patient, needed to train mod-
ern data-hungry deep learning models is however, extremely challenging. In this work,
we propose a personalized network to lipread an ALS patient using only one-shot ex-
amples. We depend on synthetically generated lip movements to augment the one-shot
scenario. A Variational Encoder based domain adaptation technique is used to bridge the
real-synthetic domain gap. Our approach significantly improves and achieves high top-5
accuracy with 83.2% accuracy compared to 62.6% achieved by comparable methods for
the patient. Apart from evaluating our approach on the ALS patient, we also extend it to
people with hearing impairment relying extensively on lip movements to communicate.

1 Introduction
Lipreading is the skill of recognizing speech visually from a person’s lip movements. Hu-
mans naturally rely on lipreading to discern speech, especially in crowded and noisy en-
vironments [25]. It is the fundamental mode of communication for many people, such as
(1) those suffering from medical conditions such as Amyotrophic Lateral Sclerosis (ALS) -
leading them to lose their voice [20, 32], or (2) those with hearing impairment - making it
difficult for them to produce proper voice. In such cases, talking to a person without voice
may need you to lipread them to understand the spoken words.
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Figure 1: We propose a personalized one-shot lipreading framework to tackle a real-world
medical challenge of lipreading a patient suffering from ALS1. The patient communicates
primarily by mouthing the words. In our case of limited available real data, we use a com-
bination of synthetic data augmentation technique and a domain adaptation technique called
Variational Encoders to build a robust word-level lipreading model for the patient.

Lipreading is mentally taxing and can affect the communication quality. For instance,
speakers with hearing impairment may lack holistic audio feedback [29] and ALS patients
may have lesser control over their mouth muscles [6, 18]. This may cause them to have
irregular and unreliable mouth movements making it difficult for people to lipread them.
Applications and automated algorithms capable of lipreading a person can thus significantly
improve the day-to-day communication of people dependent on lipreading. Motivated by
this need, we tackle the real-world challenge of lipreading a patient suffering from ALS and
people with hearing impairment. ALS is a progressive nervous system disease that affects
nerve cells in the brain and spinal cord, causing loss of muscle control [32]. An ALS patient
may lose their voice and rely solely on mouth movements for communication [2, 14].

Current Works and Limitations: Current deep learning techniques are inherently data-
hungry. Collecting large amounts of data specifically from a patient is, however, not an
option. Mouthing words is a tiring maneuver for people suffering from ALS, and thus a
patient undergoes physical and mental stress during such data collection exercises. Manually
labeling words mouthed by a person is time-consuming. It is thus crucial to use the minimum
amount of manually labeled data to build lipreading models that can work well on a person.

Recent years have seen much progress in word-level [10, 19, 28] and sentence-level [5,
31] lipreading. Oxford’s Visual Geometry Group released large-scale in-the-wild datasets
such as Lipreading in the Wild (LRW) [7] and Lipreading sentences (LRS) [3, 4] consisting
of 1000+ speakers. LRW, the most relevant dataset to our task, is a word-level lipreading
dataset made of 1000 examples for 500 English words but turns out to be somewhat limiting:
(1) The speakers in the dataset do not have any speaking disability thus making perfect mouth
movements. (2) It is curated by cropping words from long speech segments resulting in fast-
paced speech with co-articulation in the videos. (3) It contains a large amount of head motion
and variations like the different characteristics of the mouth region, both of which are unnec-
essary for lipreading specific medical patients. Thus, SOTA models like LipReading without
Pains (LRwP) [10] and Lipreading using Temporal Convolutional Networks (LTCN) [19]
trained on LRW do not directly adapt to speakers with speaking disabilities.

1
The ALS patient and his family have consented to the use of his pictures in this work.
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Figure 2: Speakers in our study. In left to right order, the �rst speaker suffers from ALS and
relies solely on lip movements. The next two speakers primarily use sign language while
making imperfect lip movements. Next speaker uses deaf speech along with sign language
for daily communication. The following speaker is the 46th president of the USA, Joe Biden.

LRW only supports a limited pre-curated vocabulary missing out on medically essential
words like `nauseous' or `backache'. It also lacks a personalized vocabulary relevant to a per-
son's daily communication. Deploying systems to enable a persons' communication would
need highly accurate models on their speci�c lip movements for their particular vocabulary.
The problem of personalized lip reading has also been explored in [22]. According to [22],
lip movements vary across speakers. Observing a single speaker for an extended period
could lead to better speaker-speci�c lipreading models. They collect� 20 hours of data per
speaker to train a personalized lipreading model generating speech purely from an individual
speaker's lip movements. Collecting such a large dataset is, however, not always an option.

Lack of medical data has been studied [11, 13, 26] widely in the past. Taking inspiration
from these, we formally tackle one-shot lipreading in a personalized setting. We �rst syn-
thetically generate data using a SOTA lipsync network [23]. We then use a SOTA lipreading
network [10] as our backbone and use synthetically generated data along with very limited
real examples to train a word-level lipreading network. Our approach includes an important
domain adaptation step using a novel network – Variational Encoders – a modi�ed VAE for
bringing a vast number of synthetic examples closer to the real domain using only one real
instance per class. We speci�cally tackle the use case of an ALS patient and also explore
the same for four other speakers (refer to Fig. 2) including the 46th President of the United
States, Joe Biden, as an additional example to show that our approach can easily be extended
to speakers with no disability. Our contributions in this work are threefold:

1. We tackle a real-world medical challenge of lipreading speakers with ALS and hearing
impairment by developing highly accurate personalized models for each speaker.

2. We propose Variational Encoders, a novel network-based on VAE. Instead of autoen-
coding, they exploit the loss of the downstream task for generating task-relevant latent
distributions. The learned distributions are then used for domain adaptation.

3. To the best of our knowledge, we are the �rst to propose lipreading in one-shot setting.
In this vein, we curate a medical dataset involving speakers with medical conditions.

2 One-shot personalized lipreading framework

As mentioned previously we aim to build a personalized lip-reading model for each speaker
using only single real examples. Fig. 3 presents the pipeline for personalized lipreading.

Citation
Citation
{Prajwal, Mukhopadhyay, Namboodiri, and Jawahar} 2020{}

Citation
Citation
{Prajwal, Mukhopadhyay, Namboodiri, and Jawahar} 2020{}

Citation
Citation
{Frid-Adar, Diamant, Klang, Amitai, Goldberger, and Greenspan} 2018

Citation
Citation
{Gyawali, Ghimire, Bajracharya, Li, and Wang} 2020

Citation
Citation
{Tajbakhsh, Hu, Cao, Yan, Xiao, Lu, Liang, Terzopoulos, and Ding} 2019

Citation
Citation
{Prajwal, Mukhopadhyay, Namboodiri, and Jawahar} 2020{}

Citation
Citation
{Feng, Yang, Shan, and Chen} 2020


