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Abstract. The performance various academic and commercial text recog-
nition solutions for many languages world-wide has been satisfactory.
Many projects now use the ocr as a reliable module. As of now, Indian
languages are far away from this state, which is unfortunate. Beyond
many challenges due to script and language, this space is adversely af-
fected by the scattered nature of research, lack of systematic evaluation,
and poor resource dissemination. In this work, we aim to design and im-
plement a web-based system that could indirectly address some of these
aspects that hinder the development of ocr for Indian languages. We
hope that such an attempt will help in (i) providing and establishing
a consolidated view of state-of-the-art performances for character and
word recognition at one place (ii) sharing resources and practices (iii) es-
tablishing standard benchmarks that clearly explain the capabilities and
limitations of the recognition methods (iv) bringing research attempts
from a wide variety of languages, scripts, and modalities into a common
forum. We believe the proposed system will play a critical role in further
promoting the research in the Indian language text recognition domain.

Keywords: Indian language · text detection and recognition · ground truth ·
evaluation platform · online benchmark system.

1 Introduction and Related Work

Text recognition solutions are becoming more and more data driven in recent
years [18]. Machine learning algorithms have emerged to be the central com-
ponent of the ocr systems [41, 42]. This is true in most areas of perception
and language processing. The quality of solutions is often measured based on
the empirical performance on popular benchmarks. It is observed in the history
that: (i) establishing proper benchmarks has brought a community together to
solve a specific problem with the objective performance systematically improv-
ing with time and with growth in the community; (ii) with the performance of
the solution becoming “satisfactory”, newer challenges are thrown to the com-
munity. This trend has been true in some of the ocr problems, such as scene
text recognition. However, Indian language ocr research has not yet adapted to
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this well-known model of research and development. Beyond technical, there are
many social challenges still left out in this space.

There has been a convergence of methods for recognizing text in printed,
handwritten, natural scenes. Due to the success of deep learning-based formu-
lations [1,16,29], advances in one modality of input (e.g., printed) influence the
formulations in other modalities. We believe that this has possibly been the
most impactful technical trend that can unite and advance the research and
developments in Indian languages. Research groups that worked on ocr alone
had a specific focus on a language or script. We observe it the world over, that
research groups often work only on one of the modalities, i.e., only on one of the
scene text, handwritten or printed. Given that there are more than 20 official
languages and hundreds of unofficial languages, the number of research groups
that work in this area is clearly deficient.

There has been significant research in developing highly accurate ocr solu-
tions [28, 37]. Most of these techniques are driven by the availability of a large
amount of data. Unfortunately, creating standard datasets and sharing them
across this community has yet not penetrated. This work is also an attempt to
bring data and representations into a common format for future use.

Having dynamic leader boards or performance stats has been a way to keep
up-to-date on the status of research, and know the harder challenges to be fo-
cused. Many open platforms have emerged in document image analysis and also
in general machine learning. Some of the available open platforms related to
this domain are EU’s catch-all repository1, Github2 for code sharing and Kag-
gle3 for hosting research related contests. The robust reading competition plat-
form [19–21, 26, 36] has been a driving force behind many of the big challenges
in icdars. However, rrc platform is too broad for our purpose.

This paper proposes a novel benchmark system for Indian language text
recognition. Using this system, we hope to tackle some of the inherent challenges
evident in the domain of Indian language text recognition. Though this paper
does not propose any algorithm, the proposed system could be very important for
solving many of the open problems and furthering the research and development
of this domain.

2 Indian Language Text Recognition: Practical
Challenges

In recent years, there has been significant research in the domain of text recogni-
tion in Indian languages [17]. There have been many attempts to create ocrs for
recognition in Indian languages like Bangla [5,31,34], Hindi [3,4,14], Tamil [1,30],
and Kannada [2, 37]. As there are many languages and numerous scripts in In-
dia, we have several challenges in developing state-of-the-art text recognition
platform across all these use cases.

1 https://www.openaire.eu/faqs
2 https://github.com/
3 https://www.kaggle.com/

https://www.openaire.eu/faqs
https://github.com/
https://www.kaggle.com/
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2.1 Lack of People

India has as many as 23 official languages [7]. Though many of these lan-
guages share common linguistic and gramma+++tical structures, their underly-
ing scripts remain very different. Furthermore, the non-standardization of Indian
language fonts and their rendering scheme has made the development of a mul-
tilingual ocr very challenging.

Moreover, only a limited number of researchers are working on text segmen-
tation and recognition tasks in Indian languages. This small group is not suffi-
cient for exploring text recognition across Indian languages due to the diversity
in languages (e.g., Hindi, Bangla, Tamil, Urdu, etc.), modalities (e.g., printed,
historical, scene text, etc.), and tasks (e.g., text localization, word recognition,
etc.).

2.2 Lack of Data

Researchers report results on their own datasets, which in most cases, are not
available publicly. Text recognition of Indian languages is an emerging domain
that it only recently gained the much-needed traction. Hence, there is a dis-
tinct shortage of standard datasets. Indian language consists of many scripts,
among of them, only two scripts of Devanagari [24, 35], and Bangla [8, 24] have
any substantial dataset associated with them. This lack of dataset is a seri-
ous concern as it results in sub-par performance in most of the modern machine
learning techniques like Neural networks (rnn, cnn) [16], Long short-term Mem-
ory (lstm) [6] and Support Vector Machines (svm) [10] because most of these
modern techniques are heavily data-driven.

The vast scope of this domain further compounds the issue. There exist mul-
tiple modalities for each of the languages like scanned documents, born-digital
images, natural scene images, and text in videos. Also, most of the datasets
in this domain are not available publicly, and those that do, are scattered and
are individual attempts. Another significant issue is that there is no central
community-driven attempt to track and benchmark the different datasets in
this domain.

2.3 Challenges in Evaluation

Most of the modern ocr techniques use two primary evaluation criteria to eval-
uate text recognition tasks. Character error rate (cer) is a character metric
that is based upon the Levenshtein distance [25], which is the minimum number
of single-character edit operations (insertions, deletions, and substitutions) re-
quired to change the given the word to another. Word error rate (wer) [22] is a
word metric that is also based on Levenshtein distance the same as the character
metric but at the word level, i.e., a minimum number of single-word operations
required to change one text to another.

In the case of Indian language, cer and wer fail to accurately represent and
evaluate all aspects of the text recognition method in Indic script.
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Fig. 1: A visual illustration some Indian scripts.

2.4 Challenges from Language and Scripts

Large variations are observed in the Indic scripts when compared to the Latin
scripts, that resulted in many challenges in the development of general text
recognition for Indian Languages. There are as many as 23 official languages [7]
spoken and written in India and 12 different underlying scripts [11] which re-
sults in a significant variation, further increasing the complexity of the task.
Furthermore, the lack of any standard Indian language fonts and differences in
their rendering schemes has made the development of multilingual ocr very
challenging.

Let us consider Bangla script [32] as an example. It is primarily used for
Bengali, Assamese, and Manipuri languages. Bangla script contains 11 vowels,
whereas the number of consonants is 39. As depicted in Figure 1, Bengali lan-
guage shows a horizontal line running across the characters and words, which
is commonly referred to as Shirorekha. In some cases, a set of consonants is fol-
lowed by another consonant, which results in the formation of a new character
that has an orthographic shape and is called a compound character.

Due to the presence of compound and modified characters (the shape of a
consonant is changed when followed by a vowel, hence, a modified character),
the number of distinct characters possible in Bangla [40] (roughly 400) is far
higher than Latin scripts (62 different characters in English) hence, making text
recognition for Bangla script is challenging when compared to English.

3 Contributions

The key factors behind building this benchmarking system are:
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Fig. 2: A visual illustration of different modalities of text in Hindi language —
(a) printed text, (b) handwritten text, (c) newspaper, (d) scene text and (e) text
in few frames of a video.

(i) Introduce some amount of standardization in the research in Indian lan-
guage text recognition and bring the research community together on a
single platform.

(ii) Given the lack of structured resources, the portal aims to give a platform
to the research community to collaborate, share, and standardize datasets
to different benchmark tasks, thereby hosting challenges, workshops, and
community events.

We hope that this system brings a unification in the research done in silos till
now, and the community collaboratively grows. With this background, we have
developed a system that is:

(a) Scalability with respect to the task, language, modality, and dataset by
offering flexibility to the community to propose new tasks or new evaluation
methods for existing tasks.

(b) Verification of over-fitting of the methods to the specific datasets through
online testing.

(c) Common platform for logging research outcomes against the datasets/tasks
and comparison of results to the state-of-the-art.

Integration of Large Community: Due to large variations in scripts in In-
dian languages [38] (twenty-three major scripts; Figure 1 illustrates few), the
algorithm designed for one does not work for the other. The communities of
researchers in a particular language produce results on their datasets, which in
most cases, are not available publicly. At the same time only a limited num-
ber of datasets [8, 24, 35] are available and various other research communities
which are working on the detection, segmentation and recognition tasks in dif-
ferent modalities of documents (e.g., scanned [23, 33], scene text [27, 29], video
text [12], camera captured [15], etc.) produce independent results that cannot be
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benchmarked and compared. Figure 2 visually illustrates the various modalities
of Hindi text documents. Our system addresses these challenges by providing
a common systematic evaluation and a benchmarking platform to quantify and
track the progress in the domain of text detection, segmentation, and recognition
from a variety of sources. The sources are crafted for the different tasks and ap-
proved by our panel of eminent researchers in Indian Languages, thus providing
the desired standardization.

The variations in task, image modality and language specific to the needs
of Indian Languages are limited in the existing systems such as such as Kaggle,
Robust Reading Competition [19–21, 26, 36], Pascal voc4 [13], Cityscapes5 [9]
when compared to our system.

Flexibility in Design: Due to the scale and the diversity of the research, it
is becoming increasingly challenging for one owner to develop and maintain the
system, introduce new datasets and challenges, organize workshops for all the
different languages and scripts. We have designed our system in a way such that
the fraternity gets the flexibility to contribute to the evolution of the system. The
existing systems for other languages are more rigid in their design. We provide
access to the full system or a small designated part of the system to any research
community on this eld to update/improve the system. The research community
can propose to (i) modify existing tasks, (ii) integrate new tasks, evaluation
metrics and datasets, (iii) host a new challenge, and (iv)organize a workshop.
All the proposals will be reviewed by a panel and included in the system upon
approval. This exibility makes our system scalable as the research community
grows and fosters constructive discussions and collaborations.

Online Evaluation: The existing popular web-based evaluation tools such as
Kaggle, Robust Reading Competition, Pascal voc, Cityscapes, and much more
deal with only offline evaluation on the submitted results. They have no control
over the overfitting6 of submitted methods on the test datasets. Our system is
different from the existing systems since we added the capability to evaluate the
results online in real-time.

Since our system provides the test datasets to the users, there is a chance
to overfit the submitted methods to the specified dataset. The online evaluation
feature is incorporated into our portal to minimize the possibility of overfitting
any submitted method on the test dataset. With this feature, we can detect
and alert the users, if the results for a particular submitted method overfits
the test dataset by maintaining and checking the presented technique against
other random sample images that are not part of the offline test dataset. With
this facility, any registered user can establish a connection to our server for a
specified duration by sending a request to the server. The server sends test images

4 http://host.robots.ox.ac.uk:8080/
5 https://www.cityscapes-dataset.com/
6 Overfitting is a modeling error that occurs when a function is too closely fit a limited

set of data points.

http://host.robots.ox.ac.uk:8080/
https://www.cityscapes-dataset.com/
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Fig. 3: A visual illustration of online evaluation. The server sets a connection to
the client for a duration based on user requests. The server sends test images
one at a time to the user and receives the corresponding result.

to the user, one at a time, and receives the result for the individual image after
running the method on that image based on the user’s request. Figure 3 is a
brief illustration of the working of the online testing facility.

After the process is done, i.e., all the images from online test dataset are
processed and evaluated using corresponding evaluation measure for the task, the
system attempts to detect the overfitting of the submitted method by comparing
the evaluation results for online and offline datasets. As specified, the online
dataset is a super-set of an offline dataset with some random variations of the
same type added.

The system calculates the probability of overfitting by measuring the response
of the submitted method on the random images of the online dataset compared to
the result of the specified technique on the offline dataset. Ideally, if the method
is viable (not overfitting), then the difference between the result accuracy of the
offline and online datasets should be minimal. On the other hand, this difference
is more significant than a specified threshold. For example, in the offline dataset,
the accuracy (map) of the method is reported to be 94%. In the case of an online
dataset, the same approach has the accuracy (map) dropped to 62%. Then it is
clear that this method is overfitting on the offline dataset.

Other than overfitting, this system can also be used as an intermediary,
that gathers and compiles various stats related to processing, submission, and
evaluation of the methods on a particular dataset. For example, with this online
testing system, we can gather the submission method’s time to process each test
image. This data can be interpreted by the user to do some analysis, which offers
further insights into the workings and efficiency of the submitted method.

4 Design, Functionality and Implementation

4.1 Design

The benchmark system portal has the following pages to navigate to — Home,
Login, Resource, Workshop/Challenge and Task. Figure 4 highlights the
functionalities of these heads. We subsequently explain the details available,
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capabilities and workflow of the various components in the system through these
heads.

Fig. 4: Visual illustration of the functionalities of our benchmark system.

Home: This is the launch page for the benchmark system that provides con-
solidated information and statistics around the key indicators and trends (most
used datasets, the highest number of submissions, etc.). It also highlights news
ashes, information on upcoming events, challenges, and any other essential in-
formation that the research community may need to know. The underlying idea
is to eventually make the landing page as the go-to page for the community to
get information on all the research related trends, any recent breakthroughs, and
key information in the space.

Login: Users need to register themselves on the benchmark system. After log-
ging into the system, the users can download datasets, test their algorithms,
and participate in the workshops/challenges. The user prole page gives all the
information on the activities done by the user on the system like datasets down-
loads, submissions made, the relative position of the users submission on the
leaderboard, etc.

Resource: Here, we refer to most of the available literature on segmentation,
detection, and recognition tasks in Indian languages. The users can search the
extensive collection of resources based on keywords and lters. Going forward, we
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intend to crowd-source all the available literature or links to the online support
for the same in the Indian Language research space.

Workshop/Challenge: This page hosts all the information on workshops and
challenges that the community plans to host. Registered users can participate
in these workshops and challenges and present their work.

Task: This is the key module of our system, which the registered users will most
frequently visit to check for available tasks/datasets and submit their methods.
In the subsections to follow, we explain Task module and the functions available
in detail.

4.2 Functionality

Resource Module: This serves as a warehouse of all resources(mostly research
papers) for text segmentation, detection, and recognition in Indic languages. We
store the title, abstract, authors, publication date, url and bibtex for the paper.
An anonymous user can search/browse through our database of resources. Still,
only registered users can submit a request (with the details of the resource) to
include any resource that is missing from the collection. Once the administrator
approves the request, the requested resource is added to the collection.

Task Module: This is one of the most important modules of the system. A
task is defined as a combination of Language (e.g., Hindi, Bengali, Telugu),
Modality (e.g., camera captured documents, scanned printed books) and Pur-
pose (text localization, text recognition) and represents a problem for which the
user designs an appropriate method to achieve the goal. Each task in the sys-
tem represents a unique research problem (e.g., word detection in Hindi scanned
book, line recognition in Tamil scene images). Every task may have one or more
associated test datasets available.

The benchmark system supports either multiple versions of the same dataset
or an entirely new dataset for each task. Each submission in the task is evaluated
against performance measures indicated for the particular task, and the result
obtained is stored in the database. The users have the option to request new
evaluation metrics or to make changes to the existing ones.

Submission Module: The user can use the associated dataset as a test/bench-
marking set and submit the obtained results against any task. A user can have
multiple submissions against a single task. Each submission is identified by a
unique identifier (id). Every time a user uploads his/her results for a submis-
sion, the system evaluates the results against the ground truth for the dataset as
per the evaluation criterion defined for the task. The evaluation results are then
displayed at an appropriate position in the leaderboard. The user can choose to
keep his submission either public or private. In case, submission is marked as
public. The submission results are available for visitors to see on the leader-
board. In case of submission being marked as private, the results are displayed
only for this particular user.
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To check for overfitting of an algorithm developed by the user, Online evalu-
ation has been proposed. The Online verification system allows the user to verify
his/her algorithm dynamically by calling the interfacing function (api) to get
one test image at a time and submit the output generated immediately back into
the system. Once the entire dataset is iterated upon, and the system receives
the output. The results are evaluated as per the metrics defined for the task
and displayed at an appropriate position in the leaderboard. It is noted that
additionally, the test dataset in the online mode is a super-set of the dataset
in the offline mode for the same task. Figure 3 displays the online submission
process.

The user gets to see the relative position of his result in the public leaderboard
on his/her profile page under the My Submission tab. The user can also see
the statistics of his/her submissions under the Stats tab on his profile page.

Evaluation of Results: As the number and variations of the tasks hosted on
the system continue to grow, we faced a dierent challenge in managing and or-
ganizing the evaluation metrics for each task. We aim to design the system so
that each task can have multiple evaluation measures and are easily congured/-
modied by the administrator. The algorithm developed for a particular task is
evaluated by comparing the results submitted with the corresponding ground
truths stored in the system. For each task, multiple standard measures are con-
sidered and may dier from one task to the other. The user can propose other
evaluation measures that may be relevant to the task by writing to the system
administrator. The proposal goes to a review board before getting added to the
task.

Leaderboard: It shows the relative performance of the method for a partic-
ular task and evaluation criteria against a dataset. Every task has its sepa-
rate leaderboard, where ordered results are shown for every evaluation criteria,
thereby ranking the methods based on their performance. Users can reorder the
displayed ordered list by selecting from the evaluation measures. The user can
choose to see the leaderboard corresponding to the online or offline way of
evaluation (as described in the submission module) or for the different dataset
versions available for a task.

4.3 System Implementation

The benchmark system uses Django7/Python for back-end functionality and
html/css for front-end. The system’s dynamic components include resource
search, Task display page, Leaderboard, Online/Offline Submissions, and User
Authentication. The system is planned in such a way that every individual mod-
ule of the system can act as an optional app/plugin separately. The system
is designed with a standard model, view, and controller (mvc) architecture in
mind. There are five major models for the project as follows:

7 https://www.djangoproject.com/

https://www.djangoproject.com/
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– User Model:, All the corresponding details of the registered users, are
stored in this model (e.g., being full name, username, email, date of birth,
affiliation, etc.).

– Task Model: This is a central model that stores the details of each defined
task. Some of the tasks’ attributes include the name of the task, description,
modality, language, the purpose of the task, etc. The task model is connected
to the dataset model by a one-to-many relationship.

– Dataset Model: The following model is used to store the details of the
available test datasets. Each dataset is inexplicably linked to a single corre-
sponding task model. The model also saves the ground truth zip/file for the
dataset.

– Submission Model: This model is used to store the details of the user’s
submissions.

– Resource Model: This model is used to store the metadata for the essential
resources (like articles published in various journals and conferences).

Our designed system is highly modular and consists of a collection of var-
ious tasks. Each of these tasks is independent of others and can be added or
removed by the supervisor of the system independently or based on the user or
an administration panel’s suggestions without affecting the rest of the system.
The supervisor or admin has the freedom to add a new task/dataset or modi-
fy/delete the existing tasks/datasets using the admin portal with the approval
from an advisory committee. It will comprise of eminent researchers from the
fraternity. The administration panel is only accessible to the supervisor and a
selected number of staff accounts that correspond to the administration panel.

Workflow: Any anonymous user (without registration) can only view the latest
news, upcoming events, overall statistics flushed on the Homepage, resource
search page, and public leaderboard corresponding to a Task. They are not
allowed to download the test datasets for any task. On the other hand, registered
users have access to a lot more features. Currently, the system supports both
username and email-based registration, and the user alone can login into the
website using username.

– Request addition of new resources by contacting the supervisor or a staff
member.

– Download the dataset of any available task.

– Upload result corresponds to the dataset of a particular task, in case of offline
submission.

– Upload result of a particular task through api, in case of online submission.

– View the submitted results on either public or private leaderboard.

– View the submitted results on his/her profile page.

– Edit and view the profile associated with the user.

– Modify/delete the submitted results.
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5 Current Status

Task/Dataset results: Currently, the system has the following 5 different
tasks/datasets against which any user can upload the submissions.

(i) Line detection for Bangla printed books: The objective of this task is
to localize individual text lines presents on a page. We use the Tesseract [39]
line detector as a baseline. Quantitative scores of the results obtained
using this method are: (Hmean=98.9%, Recall=97.9%, Precision=100%,
ap=97.9%). Figure 5 (First Row) displays the evaluation result for this
task on our leaderboard.

Fig. 5: A visual illustration of Leaderboard containing results of various tasks in
Indian languages. First Row: result of text line detection for Bangla printed
books. Second Row: result of word recognition for Hindi printed books. Third
Row: result of word detection for Tamil printed books.

(ii) Word recognition for Hindi printed books: Given a set of cropped
images of Hindi words, the objective of this task is to recognize those words
correctly. We use the Tesseract ocr [39] as a baseline for this task. The
evaluation results for this method are: (Correctly Recognized Words =
67.82%, Total Edit distance = 2251). Figure 5 (Second Row) displays the
evaluation result for this task on our leaderboard.

(iii) Word detection for Tamil printed books: The objective of this task
is to localize each word on a page. Again we use a sub-module of Tesseract
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ocr [39] as a baseline to evaluate this task. The quantitative scores of
results obtained using this method are: (Hmean=98.2%, Recall=96.5%,
Precision=100%, ap=96.5%). Figure 5 (Third Row) displays the evaluation
result for this task on our leaderboard.

(iv) Block detection for Telugu printed books: The objective of this task
is to predict the bounding box of each block present on a page.

(v) End-to-End recognition for Hindi printed books: The objective of
the task is to localize and recognize the words present in a page of Hindi
printed books.

The evaluation measures available for the detection tasks are Recall, Preci-
sion, Hmean (F-score), and Average Precision (ap). In the case of recognition
task, two evaluation measures are used — (i) Total Edit Distance and (ii) Cor-
rectly Recognized Words. Both of these measures are evaluated in a case insen-
sitive manner. For the end-to-end recognition task, three evaluation measures
(as a combination of detection and recognition measures) are used - (i) Average
Precision (ap), (ii) Total Edit Distance, and (iii) Correctly Recognized Words.

6 Conclusions and Future Work

This paper presents a Benchmark System for Indian Language Text Recogni-
tion through which the researchers can benchmark their method for detection,
recognition, and end-to-end recognition tasks in document images for Indian
languages. We believe that this system will bring all the researchers working in
the Indian language domain into a common space.

We expect that this system will foster a sense of cooperation and healthy
competition in the field by allowing the users to compare their results against
a well-known standard. Our target is to eventually produce meaningful insights
on the state-of-the-art based on the statistics collected over time. We are hoping
to organize periodic workshops to bring the community on a common platform
to share ideas and collaborate constructively. We are also continuously working
towards improving and adding exciting new functionalities in the system. We
target to introduce challenges to the system.
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