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Abstract. We introduce a new dataset for graphical object detection in
business documents, more specifically annual reports. This dataset, iiit-
ar-13k, is created by manually annotating the bounding boxes of graph-
ical or page objects in publicly available annual reports. This dataset
contains a total of 13k annotated page images with objects in five differ-
ent popular categories — table, figure, natural image, logo, and signature.
It is the largest manually annotated dataset for graphical object detec-
tion. Annual reports created in multiple languages for several years from
various companies bring high diversity into this dataset. We benchmark
iiit-ar-13k dataset with two state of the art graphical object detection
techniques using faster r-cnn [20] and mask r-cnn [11] and establish
high baselines for further research. Our dataset is highly effective as
training data for developing practical solutions for graphical object de-
tection in both business documents and technical articles. By training
with iiit-ar-13k, we demonstrate the feasibility of a single solution that
can report superior performance compared to the equivalent ones trained
with a much larger amount of data, for table detection. We hope that
our dataset helps in advancing the research for detecting various types
of graphical objects in business documents1.

Keywords: graphical object detection · annual reports · business doc-
uments · faster r-cnn · mask r-cnn.

1 Introduction

Graphical objects such as tables, figures, logos, equations, natural images, sig-
natures, play an important role in the understanding of document images. They
are also important for information retrieval from document images. Each of these
graphical objects contains valuable information about the document in a com-
pact form. Localizing such graphical objects is a primary step for understanding
documents or information extraction/retrieval from the documents. Therefore,
the detection of those graphical objects from the document images has attracted

1 http://cvit.iiit.ac.in/usodi/iiitar13k.php
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a lot of attention in the research community [7, 10, 13–16, 18, 21, 22, 24, 26, 27].
Large diversity within each category of the graphical objects makes detection
task challenging. Researchers have explored a variety of algorithms for detect-
ing graphical objects in the documents. Numerous benchmark datasets are also
available in this domain to evaluate the performance of newly developed algo-
rithms. In this paper, we introduce a new dataset, iiit-ar-13k for graphical
object detection.

Before we describe the details of the new dataset, we make the following
observations:

1. State of the art algorithms (such as [7, 13, 14, 21, 22, 24, 26]) for graphical
object detection are motivated by the success of object detection in computer
vision (such as faster r-cnn and mask r-cnn). However, the high accuracy
expectations in documents (similar to the high accuracy expectations in
ocr) make the graphical object detection problem, demanding and thereby
different compared to that of detecting objects in natural images.

2. With documents getting digitized extensively in many business workflows,
automatic processing of business documents has received significant atten-
tion in recent years. However, most of the existing datasets for graphical
object detection are still created from scientific documents such as technical
papers.

3. In recent years, we have started to see large automatically annotated or
synthetically created datasets for graphical object detection. We hypothesize
that, in high accuracy regime, carefully curated small data adds more value
than automatically generated large datasets. At least, in our limited setting,
we validate this hypothesis later in this paper.

Popular datasets for graphical object detection (or more specifically table de-
tection) are icdar 2013 table competition dataset [8] (i.e., icdar-2013), icdar
2017 competition on page object detection dataset [5] (i.e., icdar-pod-2017),
ctdar [6], unlv [23], marmot table recognition dataset [4], deepfigures [25],
publaynet [30], and tablebank [15]. Most of these existing datasets are limited
with respect to their size (except deepfigures, publaynet, and tablebank) or
category labels (except icdar-pod-2017, deepfigures, and publaynet). Most of
them (except icdar-2013, ctdar, and unlv) consist of only scientific research
articles, handwritten documents, and e-books. Therefore, they are limited in
variations in layouts and structural variations in appearances.

On the contrary, business documents such as annual reports, pay slips, bills,
receipt copies, etc. of the various companies are more heterogeneous to their
layouts and complex visual appearance of the graphical objects. In such kind
of heterogeneous documents, the detection of graphical objects becomes further
difficult.

In this paper, we introduce a new dataset, named iiit-ar-13k for localizing
graphical objects in the annual reports (a specific type of business documents)
of various companies. For this purpose, we randomly select publicly available
annual reports in English and other languages (e.g., French, Japanese, Russian,
etc.) of multiple (more than ten) years of twenty-nine different companies. We
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manually annotate the bounding boxes of five different categories of graphical
objects (i.e., table, figure, natural image, logo, and signature), which frequently
appear in the annual reports. iiit-ar-13k dataset contains 13k annotated pages
with 16k tables, 3k figures, 3k natural images, 0.5k logos, and 0.6k signatures.
To the best of the author’s knowledge, the newly created dataset is the largest
among all the existing datasets where ground truths are annotated manually for
detecting graphical objects (more than one category) in documents.

We use faster r-cnn [20] and mask r-cnn [11] algorithms to benchmark the
newly created dataset for graphical object detection task in business documents.
Experimentally, we observe that the creation of a model trained with iiit-ar-
13k dataset achieves better performance than the model trained with the larger
existing datasets. From the experiments, we also observe that the model trained
with the larger existing datasets achieves the best performance by fine-tuning
with a small number (only 1k) of images from iiit-ar-13k dataset.

Our major contributions/claims are summarized as follows:

{ We introduce a highly variate new dataset for localizing graphical objects
in documents. The newly created dataset is the largest among the existing
datasets where ground truth is manually annotated for the graphical object
detection task. It also has a larger label space compared to most existing
datasets.

{ We establish faster r-cnn and mask r-cnn based benchmarks on the popu-
lar datasets. We report very high quantitative detection rates on the popular
benchmarks.

{ Though smaller than some of the recent datasets, this dataset is more ef-
fective as training data for the detection task due to the inherent variations
in the object categories. This is empirically established by creating a unique
model trained with iiit-ar-13k dataset to detect graphical objects in all
existing datasets.

{ Models trained with the larger existing datasets achieve the best performance
after fine-tuning with a very limited number (only 1k) of images from iiit-
ar-13k dataset.

2 Preliminaries

Graphical objects such as tables, various types of figures (e.g., bar chart, pie
chart, line plot, natural image, etc.) equations, and logos in documents contain
valuable information in a compact form. Understanding of document images re-
quires localizing of such graphical objects as an initial step. Several datasets
(e.g., icdar-2013 [8], icdar-pod-2017 [5], ctdar [6], unlv [23], marmot [4],
deepfigures [25], publaynet [30], and tablebank [15]) exist in the literature,
which are dedicated to localize graphical objects (more specifically tables) in
the document images. Ground truth bounding boxes of icdar-2013, icdar-
pod-2017, ctdar, unlv, and marmot are annotated manually. Ground truth
bounding boxes of deepfigures, publaynet, and tablebank are generated au-
tomatically. Among these datasets, only icdar-pod-2017, deepfigures, and
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publaynet are aimed to address localizing a wider class of graphical objects.
Other remaining datasets are designed only for localizing tables. Some of these
datasets (e.g., icdar-2013, ctdar, unlv, and tablebank) are also used for table
structure recognition and table recognition tasks in the literature. Some other
existing datasets such as scitsr [2], table2latex [3], and pubtabnet [29] are
used exclusively for table structure recognition and table recognition purpose in
the literature.

2.1 Related Datasets

ICDAR-2013 [8]: This dataset is one of the most cited datasets for the task
of table detection and table structure recognition. It contains 67 pdfs which
corresponds to 238 page images. Among them, 40 pdfs are taken from the us
Government and 27 pdfs from eu. Among 238 page images, only 135 page images
contain tables, in total 150 tables. This dataset is popularly used to evaluate the
algorithms for both table detection and structure recognition task.

ICDAR-POD-2017 [5]: It focuses on the detection of various graphical ob-
jects (e.g., tables, equations, and figures) in the document images. It is created
by annotating 2417 document images selected from 1500 scientific papers of Cite-
Seer. It includes a large variety in page layout - single-column, double-column,
multi-column, and a significant variation in the object structure. This dataset is
divided into (i) training set consisting of 1600 images, and (ii) test set comprising
817 images.

cTDaR [6]: This dataset consists of modern and archival documents with var-
ious formats, including document images and born-digital formats such as pdf.
The images show a great variety of tables from hand-drawn accounting books to
stock exchange lists and train timetable, from record books of prisoner lists, ta-
bles from printed books, production census, etc. The modern documents consist
of scientific journals, forms, financial statements, etc. Annotations correspond to
table regions, and cell regions are available. This dataset contains (i) training set
- consists of 600 annotated archival and 600 annotated modern document images
with table bounding boxes, and (ii) test set - includes 199 annotated archival
and 240 annotated modern document images with table bounding boxes.

Marmot [4]: It consists of 2000 Chinese and English pages at the proportion of
about 1:1. Chinese pages are selected from over 120 e-Books with diverse subject
areas provided by Founder Apabi library. Not more than 15 pages are selected
from each Book. English pages are selected over 1500 journal and conference
papers published during 1970-2011 from the Citeseer website. The pages show a
great variety in layout - one-column and two-column, language type, and table
styles. This dataset is used for both table detection and structure recognition
tasks.
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UNLV [23]: It contains 2889 document images of various categories: technical
reports, magazines, business letters, newspapers, etc. Among them, only 427
images include 558 table zones. Annotations for table regions and cell regions are
available. This dataset is also used for both table detection and table structure
recognition tasks.

DeepFigures [25]: Siegelet al. [25] create this dataset by automatically an-
notating pages of two large web collections of scienti�c documents (arx iv and
pubmed). This dataset consists of 5.5 million pages with 1.4 million tables and
4.0 million �gures. It can be used for detecting tables and �gures in the document
images.

PubLayNet [30]: and PubTabNet [29] Publ aynet consists of 360k page
images with annotation of various layout elements such as text, title, list, �gure,
and table. It is created by automatically annotating 1 million pubmed CentralT M

pdf articles. It contains 113k table regions and 126k �gure regions in total. It
is mainly used for layout analysis purposes. However, it can also be used for
table and �gure detection tasks. pubt abnet is the largest dataset for the table
recognition task. It consists of 568k images of heterogeneous tables extracted
from scienti�c articles (in pdf format). Ground truth corresponds to each table
image represents structure information and text content of each cell inhtml
format.

TableBank [15] : This dataset contains 417k high-quality documents with ta-
bles. This dataset is created by downloading LaTex source code from the year
2014 to the year 2018 through bulk data access in arx iv. It consists of 163k
word document, 253k LaTex document and in total 417k document images with
annotated table regions. Structure level annotation is available for 57k word
documents, 88k LaTex documents and in total 145k document images.

2.2 Related Work in Graphical Object Detection

Localizing graphical objects (e.g., tables, �gures, mathematical equations, logos,
signatures, etc.) is the primary step for understanding any documents. Recent
advances in object detection in natural scene images using deep learning in-
spire researchers [7, 13, 14, 16, 18, 21, 22, 24, 26] to develop deep learning based
algorithms for detecting graphical objects in documents. In this regards, various
researchers like Gilaniet al. [7], Schreiber et al. [22], Siddiqui et al. [24] and
Sun et al. [26] employf aster r-cnn [20] model for detecting table in documents.
In [13], the authors useyolo [19] to detect tables in documents. Liet al. [16] use
Generative Adversarial Networks (gan ) [9] to extract layout feature to improve
table detection accuracy.

Few researchers [14,21] focus on detection of various kinds of graphical objects
(not just tables). Kavasidis et al. [14] propose saliency based technique to detect
three types of graphical objects | table, �gure and mathematical equation.
In [21], mask r-cnn is explored to detect various graphical objects.
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