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Abstract—Word error rate of an OCR is often higher than
its character error rate. This is especially true when OCRs are
designed by recognizing characters. High word accuracies are
critical for many practical applications like content creation
and text-to-speech systems. In order to detect and correct the
misrecognised words, it is common for an OCR to employ a
post-processor module to improve the word accuracy. However,
conventional approaches to post-processing like looking up a
dictionary or using a statistical language model (SLM), are still
limited. In many such scenarios, it is often required to remove
the outstanding errors manually.

We observe that the traditional post-processing schemes look
at error words sequentially since OCRs process documents one
at a time. We propose a cost efficient model to address the error
words in batches rather than correcting them individually.
We exploit the fact that a collection of documents (eg. a
book), unlike a single document, has a structure leading to
repetition of words. Such words, if efficiently grouped together
and corrected together, can lead to significant reduction in the
effort. Error correction can be fully automatic or with a human
in the loop. We compare the performance of our method with
various baseline approaches including the case where all the
errors are removed by a human. We demonstrate the efficacy of
our solution empirically by reporting more than 70% reduction
in the human effort with near perfect error correction. We
validate our method on books in both English and Hindi.
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I. INTRODUCTION

The past decade witnessed a growing interest towards the
creation of huge digital libraries by digitizing books [1, 2, 3].
One of the crucial steps towards digitization involves the
recognition and reconstruction of document image collec-
tion(s) using an OCR. The recognition module in the context
of digitizing collections such as books, could be consider-
ably different from that of recognizing a single document
image [4, 5]. In this work, we extend this idea to error
correction in document image collections.

Often the recognition module of an OCR has an au-
tomatic error correction module embedded. This may be
using a dictionary or a statistical language model (SLM).
However, many applications need further improvement in
accuracy. This demands a human intervention for removing
these errors. In this paper, we propose enhancements to
the naive human correction approach which reduces the
cost for human expert review by more than 70%. Our
work is guided by the following two insights. First, the
OCR module makes errors consistently. Word images with

Figure 1: The proposed pipeline for batch correction process
where the error instances are clustered and corrected in one go. For
a group of error instances, the correct label is chosen and applied.
The correct label can be either chosen by a human annotator (a)
or generated automatically (b).

similar noise drawn from the same type of document leads
to same kind of errors. We demonstrate this in Figure 3
where instances of the same word images, drawn from a
document collection are misclassified consistently by an
OCR. Secondly, books/document collection have a finite set
of unique words and many of them are repetitions. These
may include named entities and domain specific words
which are mostly unknown to the error detection module.
This is further demonstrated in Figure 2 where we show that
a subset of words in a collection occurs very frequently. A
small set of words can cover more than 50% of the total
words in the collection. Under this setting, grouping based
on image features or similarity in the predictions of the OCR
can provide cues for automatic correction or aide the human
expert for manual correction.

We model the problem of word error correction as batch
correction where the human expert reviews and corrects
errors in batches, than in isolation. Figure 1 presents an
overview of our proposed batch correction scheme. Word
image-prediction pairs extracted from a collection of docu-
ments form groups based on their image and text similarity.
In case such a group is recognized incorrectly by the OCR,
only one instance from the group needs to be corrected
which is then propagated to the rest of the group elements.



Thus, correction needs to be made only once which reduces
the cost of correction drastically. The correction can either
be automatic or with the help of a human expert. We discuss
both these correction processes in detail later in this paper.
The major contributions of this work are:
� We demonstrate how clustering can induce an au-

tomatic correction and reduce the manual effort in
reducing the OCR errors.

� We empirically validate our approach on multiple lan-
guages, multiple OCRs, and on a collection of 100
books.

A. Related Work

Conventional approaches to error detection and correction
reduce to finding the closest match for an invalid word in
a known vocabulary [6, 7]. Bassil and Alwani [7] put forth
one of the first works which explored in detail OCR post-
processing methods. They consider three modes of correc-
tion. In the simplest of approaches, corrections could be
performed manually by a human expert. Next, a dictionary-
based method similar to what modern day word processors
are equipped with was proposed. A possible correction is
suggested once an error word was detected. This is accom-
plished by finding a word in the dictionary with minimum
edit distance to the error word which becomes the correction
proposal. Dictionary-based approaches could not capture
errors in the grammar where words were correct according to
the dictionary, but not in the surrounding context. Ability to
correct such mismatches was attempted by bringing Statis-
tical Language Models (SLM) using larger language context
[8, 9]. The SLMs do not work well for many languages which
lack large text corpus to build the language models. Also,
they run into issues when newer out-of language words (such
as a technical word from a foreign language) come in books.
Smith [10] argues that, unless carefully applied, a language
model can do more harm than good. Hence it becomes
necessary to review the results of a conventional OCR system
by bringing a human in the loop for the digital reproduction
of a book. To involve human in the loop, projects as early
as Project Gutenberg [1] introduced distributed proofreading
[11] approaches. Two proofreaders, having access to a book,
refine its OCR outputs in turns. A demerit, in this case, is that
the entire book has to be visited for proofreading. Von Ahn
et al. [12] suggested ReCaptcha and report the use of crowd-
sourcing to transcribe word images. While the corrections
are made only in the case of suspected errors, the efforts
ignore the possibility of grouping similar misrecognized
images and propagating the correct label to each instance
in one go. Observing OCR errors to be highly correlated,
Abdulkader and Casey [13] proposes a low-cost method to
improve the required human-hours needed for correction
using clustering. They group OCR outputs first, followed
by finding subgroups using the word-image similarities. A
similar method based on word image clustering had been

Figure 2: The frequency of unique words in a collection of
documents. A subset of words in the collection vocabulary have a
very high frequency and accounting for 50% of the words present
in the collection. Thus it is safe to assume that if errors occurring
in this subset are grouped and corrected in a batch, it can lead to
a significant reduction in correction cost.

shown [14] to be effective in creating index over a collection
of documents. However the above two approaches, assume
the clusters to be completely homogeneous and thus fail to
address cases where the clusters might contain more than
one label.

Baird et al. [15], Taghva et al. [16] note that enabling
information retrieval in document image databases is ham-
pered by errors in the OCR outputs [17]. This is very impor-
tant for the effective use of digital library for books through
large scale digitization which include Project Gutenburg [1],
Digital Library of India [2] and Google Books [3]. One of
the main objectives of such projects is to provide content
level access (enable search and retrieval) over the entire
digitized collection. Past works turn to humans for correcting
the last array of errors left in the pipeline post recogni-
tion [12, 13]. All these leave scope for improvement in the
space of error correction, especially addressing challenges
while scaling up the number of books. Our work is motivated
by the works such as [18, 19, 13] that cluster word images to
improve the efficiency and accuracy. In this work, we group
the erroneous predictions, and present them to a human
editor. The human editor then decides the label for the cluster
and also the components (elements present in a cluster) to
which the label shall be assigned to. The instances where
the cluster label do not match the content of the word image
are addressed separately by the editor. This mitigates the
propagation of errors for clusters that are not homogeneous.

II. COST EFFECTIVE CORRECTION

In this section we formulate the problem of error correc-
tion and propose two strategies of batch correction.




