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Abstract

This paper deals with extraction of fingerprint features
directly from gray scale images by the method of ridge trac-
ing. While doing so, we make substantial use of contextual
information gathered during the tracing process. Narrow
bandpass based filtering methods for fingerprint image en-
hancement are extremely robust as noisy regions do not af-
fect the result of cleaner ones. However, these method often
generate artifacts whenever the underlying image does not
fit the filter model, which may be due to the presence of
noise and singularities. The proposed method allows us to
use the contextual information to better handle such noisy
regions. Moreover, the various parameters used in the al-
gorithm have been made adaptive in order to circumvent
human supervision. The experimental results from our al-
gorithm have been compared with those from Gabor based
filtering and feature extraction, as well as with the origi-
nal ridge tracing work from Maio and Maltoni [11]. The
results clearly indicate that the proposed approach makes
ridge tracing more robust to noise and makes the extracted
features more reliable.

1. Introduction
Fingerprints can be characterized by their local ridge and

valley flow patterns, which ultimately result in a set of dis-
tinctly distributed minutiae (also called Galton’s character-
istics [3]). Among the 150 classified minutiae, the two most
prominent ones are ridge endings and bifurcations, which
are sudden changes in the ridge flow pattern. The combi-
nation of such minutiae along with the neighborhood ridge
flow pattern in a fingerprint is observed to be unique for
every person. However, the acquired image from a finger
tends to vary considerably due to skin conditions, presenta-
tion, noise in sensor, etc. Hence a method that can reliably
detect the ridge lines, ridge endings and bifurcations can
clearly improve the accuracy and usefulness of fingerprint

(a) Input (b) Tracing

(c) Gabor (d) Trace+Input

Figure 1. Tracing vs. Enhancement: Tracing result in ridges and
minutiae extracted from the input image, while enhancement result
in a cleaner (often binary) image.

based identification systems.
Due to the variety in noise present in the fingerprint

images acquired in practice, most fingerprint identification
systems employ an enhancement stage to filter out as much
noise as possible and work on the resulting cleaner image.
An alternate approach is to try and extract the ridges and
minutiae directly from the original image using a method
that is insensitive to the noise present. Figure 1 shows an
example of tracing ridges in a gray scale fingerprint image
(using the proposed method) as compared to enhancing it
to obtain a binary image for feature extraction. As noted
from the figure, while the enhancement stage reduces the
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noise and variability in a fingerprint, it results in removal
of some of the useful information as well as introduction of
certain artifacts, which can adversely affect further stages.
These are essentially the result of incompatibility between
the fingerprint model used for enhancement and the input
fingerprint. The process of ridge tracing with gray scale im-
ages are also prone to incorrect feature extraction if we do
not use an appropriate ridge model. The current work tries
to develop a meaningful ridge model that can effectively see
through a wide variety of noises.

Typical methods for automatic fingerprint feature extrac-
tion follows through a sequence of steps such as image en-
hancement, binarization, thinning, minutiae extraction, and
post processing [7]. Common approaches to image en-
hancement include anisotropic and Gabor filtering [4], and
filtering in the frequency domain [9]. The most popular
method of spatial domain filtering uses a bank of Gabor
filters as proposed by Hong et al. [5]. Due to the ability
of this method to deal with a wide variety of noises, it has
been adopted and extended in a variety of ways. Such at-
tempts include Greenberg et al. [4], Bernard et al. [1], Yang
et al. [13] and Zhu et al. [14].

Filter based approaches work on enhancing the image
independently at every pixel, taking into account a spatial
neighborhood. This makes the methods robust in the sense
that noise at one point does not affect the restoration at other
regions. However, these methods may not be able to resolve
any ambiguities present in the noisy regions of a fingerprint,
resulting in formation of spurious minutiae in the final re-
sult. A method that directly deals with ridges, valleys and
minutiae can make use of the larger contextual information
to perform better in such cases.

The first effort in this direction was made by Maio and
Maltoni [11]. They proposed the idea of seeding of ridges
and tracing them using the intensity signature in a direc-
tion perpendicular to the orientation field. This idea was
followed by others who tried to improve on [11]. Such
attempts include improving the robustness of ridge track-
ing based on ridge connectivity and randomicity by Feng et
al. [2], and the use of probabilistic ridge tracking by main-
taining multiple hypotheses during tracking by Maet al. [10]
based on the condensation algorithm by Isard and Blake [6].
The primary advantage of direct tracing is that one can em-
ploy a ridge model that is versatile, lending the method the
ability to work with all natural variations of fingerprints.
However, the fundamental difficulty in all the above algo-
rithms has been the lack of ability of the tracing step to
work in presence of noise. In practice all the above algo-
rithms resort to a filter-based enhancement step before reli-
able tracing of ridge can be carried out.

This work focuses on developing a method for tracing
that work directly on an unfiltered gray-scale fingerprint
image, thus avoiding any artifacts of filtering. To achieve
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Figure 2. Overview of the proposed tracing algorithm.

this we propose robust methods for: i) seeding pixels to
start tracing, ii) determining ridge direction during tracing,
taking into account the common ridge variations including
pores, varying ridge width, ridge frequency and intensity,
and iii) terminating the tracing when minutiae or noisy re-
gions are encountered. Moreover, we adaptively update all
the parameters used as part of the tracing step itself, thus
removing the need for any manual input.

2. Ridge Tracing of Fingerprints
Figure 2 provides an overview of the tracing process.

The high-level steps are similar to what was proposed by
Maio and Maltoni [11], and the differences are primarily in
how each step is carried out. As a pre-processing step, the
input fingerprint images are first passed through a contrast
limited adaptive histogram equalization (CLAHE) stage to
reduce the variations in intensity and contrast. This involves
block-wise histogram equalization of parts of the image fol-
lowed by integrating them using bilinear interpolation to re-
move any artificial boundaries. The second stage involves
computation of an orientation field of the image, resulting
in the average ridge orientation for every block (16×16) us-
ing the LMS orientation estimation algorithm [5]. Figure 3
shows the result of the above steps on a fingerprint image.
We also compute the median ridge wavelength, λm, of the
image from the inter-ridge distances computed at local win-
dows.

The core ridge tracing algorithm consists of repetitions
of two consecutive stages: seeding and tracing of a spe-



cific ridge. These two stages are shown on either side in the
flowchart in Figure 2. Once all the ridges are traced, a post-
processing step joins any broken ridges to avoid detection
of spurious minutiae. We now look at the specific methods
we use in the seeding and tracing steps.

(a) Input (b) CLAHE (c) Orientation Field

Figure 3. Outputs of adaptive histogram equalization and the ori-
entation field computed from the image.

2.1. The Tracing Algorithm

As the name suggests, the process of ridge tracing in-
volves moving along a fingerprint ridge while at the same
time recording the positions traversed so that once all the
ridges in a fingerprint have been traversed, we get a digital
representation of the ridges, their local orientations and the
detected minutiae. Ideally, tracing a thin ridge line would
involve simply proceeding in the direction of local orienta-
tion field (see Figure 4(a)). But this does not hold true in
most cases. In practice, ridges are thick with pores and con-
siderable amount of noise in them (see figure 4(b)). Hence
the process of tracing should be thought of as generating a
trace for every ridge that traverses through the center of the
ideal ridges (see figure 4(c)).

(a) Ideal Ridges (b) Real Ridges (c) Traced Ridges

Figure 4. Difference between tracing ideal ridges and noisy real
world ridges with pores.

This seemingly simple change makes the process of trac-
ing extremely difficult as one needs to determine the cen-
ter of the ideal ridge in presence of artifacts such as cuts,
creases, pores and dirt and various noises from the sensor.
We now look at this important step of determining the di-
rection of the next step in tracing assuming we are already
on a ridge.

The process of ridge tracing starts with choosing a start-
ing point on a ridge. Once this is done, the algorithm goes
on tracing that ridge until a terminating condition is met.
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Figure 5. Oriented window of a part of fingerprint followed by its
x-signature, power spectrum of the x-signature and conditioned
x-signature.

The process of ridge tracing proposed by Maio and Mal-
toni [11] involves stepping a fixed distance in the direction
of local orientation and then adjusting the current position to
move to a local maximum. This step-and-correct approach
often leads to poor tracing in noisy fingerprints. The fun-
damental improvement we introduce here is a method that
analyzes a local window ahead of current position in the di-
rection of tracing, and determines the quality of the region,
the presence and location of the ridge and the presence of
any ridge ending. This careful approach allows us to trace
more consistently over the correct ridges, even in presence
of noise. We now look at the process of analysis of the local
window.

Once a ridge is seeded, at each step in tracing, an ori-
ented window is extracted around the current position that
is orthogonal to the local orientation field. The width and
height of the window are a function of the local ridge wave-
length calculated from previous step.



Figure 5 shows such an oriented window from a portion
of the fingerprint such as the top-left corner of Figure 4(b).
We then calculate the x-signature of the oriented window,
which is analyzed using it’s power spectrum to determine
the next step. The x-signature and the power spectrum com-
puted from the oriented window are shown below the win-
dow in Figure 5. The power spectrum is used to compute
the direction of movement as shown by the peak in the last
row of Figure 5.

We make use of power spectrum of the x-signature of the
oriented window around a pixel of concern for analyzing
various aspects of the region and around that pixel through-
out the process of ridge tracing. We make the following
observations about the power spectrum of the x-signature.
A signal with zero mean with n (> 1) number of cycles in
it will show a peak at the nth harmonic (see figure 5).

To determine the peak of the current ridge, we filter the
above signal by a suppressing all frequencies outside the
range [n − 1, n + 3] along with the harmonic 2n. Note
that the filtering of the x-signature is different from apply-
ing a band-pass filter to the fingerprint image itself. An
ideal x-signature is very close to a single frequency around
n. In our case, since we have an estimated value ridge fre-
quency at each step, the above mentioned range of frequen-
cies clearly allows for any discrepancy with the actual ridge
frequency estimate generated due to measurement error as
well as the presence of minutiae. Another advantage of the
above filtering is that it conserves the location of the signal
peaks as the phase values of the primary signal are not re-
moved in the filtering process. Hence we can find the ridge
centers more reliably during the tracing, even in the pres-
ence of noise. This happens because of the slight variations
in local ridge frequency in a window in fingerprints. The
removal of lower harmonics helps us to eliminate smudges
between ridges, while that of higher harmonics (including
2n) allows us to remove pores and other high frequency
noises.

Another use of the spectrum analysis is in determining
the quality a given local window. We note that the major
peaks observed in case of noisy regions are in the lower
harmonics and the higher harmonics rarely have amplitude
higher than that of lower or allowed harmonics. Hence, any
peak in the lower harmonic of the spectrum will necessarily
be a result of noise. Thus a ratio of the maximum ampli-
tude amongst the harmonics in the allowed spectrum to the
maximum amplitude amongst the lower harmonics gives a
good estimate of the noise present in a region. On the other
hand, a peak in the allowed window of spectrum gives us a
good estimate of the actual ridge frequency, which is then
used as the ridge frequency value in the proceeding steps of
ridge tracing.

2.2. Determining Seeding Points

A starting point for tracing a specific ridge is referred
to as a seed. Determination of seeding points is extremely
crucial for good tracing. We must ensure that the seeding
point is always on a ridge in a clean region. Starting from a
noisy region or non-ridge location can result in erratic traces
and interconnects. While the former is ensured by a simple
heuristic check of the intensity value of a candidate pixel,
the latter is done based on a power spectrum based qual-
ity assessment of the seeding point, as mentioned before.
A third check ensures that the point is not already traced.
More specifically, these conditions that are checked for seed
point selection are:

1. Pixel Intensity Check: Since we have already per-
formed histogram equalization on the fingerprint image, a
simple threshold check is performed on every pixel. i.e.,
seed the pixel only if I(j, k) ≤ α, where α is a threshold.

2. Retracing Check: If a pixel qualifies the intensity
check, it is tested to avoid retracing of an already traced
ridge. The information whether a pixel has already been
traced or not is stored in an image I ′, which has the same
size as that of the original fingerprint image. This image
has markings for the already traced pixels and is continu-
ously updated during tracing. The retracing check is done
by looking for any connectivity between the candidate ridge
(at which the seed point lies) and the label image (which
stores the already traced ridges). This can be mathemati-
cally formulated as follows:

1. Compute an oriented window Ω of size w × h (λm ×
λm) centered at pixel (j, k), λm is the median ridge
wavelength calculated previously.

2. Binarize the window Ω by thresholding at it’s mean
intensity and calculate the new window Ω′ such that
ridges are 1 and valleys are 0.

Ω′(l,m) =

{
1 if Ω(l,m) < τ ;
0 otherwise.

where τ is the mean intensity of the window.

3. Set the value of all the pixels in Ω′ to 0 which are not a
part of the center ridge block (the ridge being traced).
Thus, now only the value of pixels belonging to the
ridge to be traced are 1.

4. Similarly compute an oriented window Ωt of sizew×h
(λm × λm) centered at pixel (j, k) in the label image
I ′. λm is the median ridge wavelength calculated pre-
viously.

5. Multiply the matrix elements of Ω′ and Ωt, i.e each ele-
ment in Ω′ with it’s corresponding element in Ωt .Then
compute the sum of all the elements in the resultant



matrix. T=sum(Ω′ .*Ωt) where ’.*’ denotes the above
mentioned multiplication operation. Thus, a ridge is
deemed already traversed if: T>0

3. Region Quality Check: If a pixel qualifies the above
two conditions, a quality check is performed on it as fol-
lows:

1. Compute an oriented window Ω of sizew×h (2.5λm×
λm) centered at pixel (j, k), λm is the median ridge
wavelength calculated previously.

2. Recompute the intensity value of pixels in Ω to form Ω′

such that ridges are maxima and valleys are minima:

Ω′(l,m) = g − Ω(l,m)∀(l,m) ∈ Ω,

where g is the gray levels in image I. Ω′ will now be
recognized as our new oriented window.

3. Compute the x-signature X̄ = X[0 · · ·w − 1] of the
oriented window Ω′. and normalize it to have X[i] ∈
[0, 1].

4. Calculate the power spectrum P [k] of the x-signature,
where k = 0 denotes the zeroth harmonic, k = 1 de-
notes the first harmonic and so on.

5. Calculate the harmonic ratio (HR) defined as:

HR =
max(P [n− 1], P [n], . . . , P [n+ 3])

max(P [0], P [1], . . . , P [n− 2])
,

where n is the total number of ridges present in the
oriented window.

6. A pixel qualifies the quality check if HR > β1, where
β1 is a threshold.

Finally, if a pixel qualifies all the three conditions men-
tioned above, it is declared a valid seed to start a trace. Oth-
erwise it is skipped and the next pixel is tested for seeding.

2.3. Steps for Tracing

Once a seed has been chosen, the process of tracing a
ridge begins. Tracing is a continuous process that is made
to stop only when a termination condition is met. During
this process, two strings are made to grow from a seed at
the local orientation angle in directions opposite to each
other. This is done to be able to trace the entire ridge even
if the seeding point is not exactly at a terminal point of that
ridge. Each of these two strings can grow independent of
each other. In case of each string, the angle θt in which
the string moves from its current node to the next node is
the sum of the local orientation angle θo of the ridges, that
has been precalculated, added to the angular change θc re-
quired to make the string reach the center of the ridge at the

next step. The distance (between two consecutive nodes)
moved at the angle θt should be such that it is large enough
to reduce the computational requirements but small enough
to prevent the string from jumping over to another ridge
at high curvature areas. Thus it becomes obvious that the
inter-node distance value should be a function of the local
ridge wavelength λ. The optimal value of inter-node dis-
tance value was observed to be λ/2. At each step of tracing,
the following operations are performed

1. Compute an oriented window Ω of size w×h (2.5λ×
λ) centered at pixel (j, k), and orthogonal to the local ridge
orientation θo. λ is the ridge wavelength calculated in the
previous step of tracing.

2. Recompute the intensity value of pixels in Ω to form
Ω′ such that ridges are maxima and valleys are minima:

Ω′(l,m) = g − Ω(l,m)∀(l,m) ∈ Ω,

where g is the gray levels in image I. Ω′ will now be recog-
nized as our new oriented window.

3. Compute the x-signature X̄ = X[0 · · ·w − 1] of the
oriented window Ω′. and normalize it to have X[i] ∈ [0, 1].

4. Calculate the power spectrum P [k] of the x-signature,
where k = 0 denotes the zeroth harmonic, k = 1 denotes
the first harmonic and so on.

5. Calculate the harmonic ratio (HR) defined as:

HR =
max(P [n− 1], P [n], . . . , P [n+ 3])

max(P [0], P [1], . . . , P [n− 2])
,

where n is the total number of ridges present in the oriented
window.

6. If HR < β2, where β2 is a threshold, increase the
width of the oriented window to 4.5λ so that it accommo-
dates 5 ridges (2 ridges on either side of the ridge being
traced) in it and perform steps 2 through 5 again. If the
value of harmonic ratio is still below the threshold, termi-
nate the string.

7. If the previous condition is satisfied, eliminate har-
monic 2n along with all harmonics from the x-signature sig-
nal X̄ other than [n− 1, n+ 3] with the exception of 2n to
get the new signal Xnew, where n is the total number of
ridges in the oriented window.

8. Let X[c] correspond to the current position of the
string in X . Then the change ∆c required for the string
to reach the center of the ridge will be achieved by finding
the position of local maxima in Xnew such that no minima
exists in Xnew between positions c and (c+ ∆c). From the
most basic definition of a local maxima,

Xnew[c+ ∆c− 1] < Xnew[c+ ∆c] > Xnew[c+ ∆c+ 1],

such that

Xnew[i] ≥ Xnew[c]∀c < i < c+ ∆c



The latter condition has been applied to ensure that the
string does not jump on to another ridge in search of a local
maxima.

9. Calculate angle θc = tan−1
(

∆c
0.5λ

)
, and θt = θo + θc

10. The new node of the string is given by

jnew = j + 0.5λ cos θt

knew = k + 0.5λ sin θt

11. Mark the label image I ′ with the new node and its
path following the previous node.

12. Finally, we calculate the value of ridge wavelength
at the new node as follows

λnew = w/Hmax,

Set
λ = λnew,

where Hmax is the harmonic index in the allowed window
of the power spectrum P , which has the maximum ampli-
tude expressed as: P [Hmax] = max(P [n−1], P [n]...P [n+
3]).

13. If the value of wavelength falls in the valid range of
3 to 20 pixels, it is accepted and added to an array which
stores the values of ridge wavelength at each step. Other-
wise a mode of the wavelength values stored in the men-
tioned array (calculated in the previous steps) is used.

In step 6 of the tracing algorithm we have increased the
width of the oriented window in order to make better use
of local context of ridge flow patterns in cases of noisy re-
gions as has been sensed from the low value of harmonic
ratio. We otherwise make use of a smaller window accom-
modating three ridges (two ridges on either side of the ridge
being traced) because of the fact that the local orientation
estimates are more inconsistent as we increase the window
size, especially in cases of regions with high curvature or
with minutiae in them.

2.3.1 Termination Conditions

Termination of ridge tracing occurs primarily when it en-
counters a ridge ending or an already traced ridge (bifur-
cation). Tracing is also terminated if an extremely noisy
region is encountered. Of the above three conditions, the
second and third are already discussed in connection with
seeding. The detection of ridge ending proceeds as follows:

1. Compute an oriented window Ω of size w × h (λ ×
λ) centered at pixel (j, k). A width of λ ensures that the
window contains only the ridge being traced in it.

2. Binarize the window Ω by thresholding at it’s mean
intensity and calculate the new window Ω′ such that ridges
are 1 and valleys are 0.

Ω′(l,m) =

{
1 if Ω(l,m) < τ ;
0 otherwise.

where τ is the mean intensity of the window.
3. Calculate the fraction of ridge at the x-coordinate (c+

∆c) of the window Ω′ by summing the vertical column at
(c+ ∆c).

RF (RidgeFraction) =
1

λ

λ∑
m=0

Ω′(c+ ∆c,m),

where c denotes the x-coordinate center of the window Ω′

and ∆c is the value calculated from the tracing algorithm.
4. If the value of ridge fraction is below a certain thresh-

old, the string is made to stop tracing further. In our case
we have chosen this value to be 0.3.

In case a retrace is detected during the termination con-
dition check, the point is marked as a bifurcation along with
the point in the traced ridge, where it meets.

2.4. Post-Processing

Once all the ridges in a fingerprint have been traced, we
start with post processing, in which all string terminals fac-
ing each other are joined in order to avoid spurious ridge
endings.

3. Experimental Results

In this section we compare our results quantitatively and
qualitatively with those obtained from Gabor filtering based
enhancement and feature extraction. The performance of a
fingerprint matching algorithm relies not only on the num-
ber of correctly detected minutiae from a fingerprint but also
on the number of false minutiae. Higher number of spuri-
ously detected minutiae cause a matching algorithm to per-
form worse even if the number of true minutiae are high.
Keeping this in mind, we focus on comparing these values
from the two algorithms. In addition to Gabor filter based
enhancement and feature extraction, we have also compared
our results with the original ridge tracing work by Maio and
Maltoni, using our own implementation of the work. While
we note that the implementation used may not be as exact
as the proposed original, a major cause of the shortcomings
as compared to the other results is due to the fundamental
difference we noted in the tracing step.

We have evaluated the performance of our algorithm on
two different datasets: one with known ground truth gen-
erated using the SFinge software, and the other one with
manually marked ground truth with images coming from
DB1 A database of FVC 2004. The SFinge database con-
tains 100 fingerprints with varying noise levels, while 62
fingerprints from 31 users (two impressions from each user)
were selected from FVC 2004 for manual ground truthing
and comparison.



Table 1. Results of minutiae extracted from Gabor enhanced images as well as using the proposed ridge tracing method on a synthetic
dataset generated using SFinGe.

Ground Truth RTrace Gabor MMTrace
Endings 1852 1796 (97.0%) 1789 (96.6%) 1378 (74.5%)
Bifurcations 1674 1477 (88.2%) 1593 (95.2%) 1002 (62.8%)
Exchanged 0 208 (5.9%) 106 (3.0%) 495 (14.4%)
Spurious 0 61 (1.7%) 100 (2.8%) 413 (12.0%)
Dropped 0 45 (1.3%) 38 (1.1%) 570 (16.5%)

3.1. Qualitative Results

We first carry out a qualitative visual comparison based
on typical outputs on fingerprint images. Figure 6 shows the
results from a selection of typical images from both FVC
and SFinGe datasets. The methods are referred to as RTrace
for the proposed ridge tracing method, and MMTrace for
the tracing approach proposed by Maio and Maltoni [11].
We note that the proposed approach works very well on a
variety of images, while the original MMTrace approach
fails in presence of noise. We also note that the proposed
approach is able to overcome noisy regions where the Gabor
filter output shows artifacts.

3.2. Quantitative Results

The results of minutiae extraction for the database from
SFinge as well as FVC are given in Table 1 and Table 2 re-
spectively. GT in the tables refer to the number of ground
truth minutiae while the other rows show the number of
minutiae for each corresponding row and it’s equivalent per-
centage. For the SFinGe dataset, we are able to achieve a
minutiae detection rate of 98.7%, compared to the detection
rate of 98.9% for Gabor based enhancement and feature ex-
traction, and 83.5% for the original ridge tracing approach
by Maio and Maltoni [11]. In the case of natural finger-
prints from noisy images in the FVC 2004 dataset, the cor-
responding rates are 90.4% and 94.2%, respectively. We
note that the total detection rates are slightly lower in the
proposed method, which is primarily due to the elimination
of smaller ridge features in the post-processing step. For
approach proposed by Maio and Maltoni [11], we restricted
the results reported to the cleaner SFinGe dataset, and the
noise in FVC dataset makes the corresponding results, sig-
nificantly worse.

Figure 7(a) shows a histogram that compares the fre-
quency of images against the number of spurious minutiae
detected by the two algorithms. Figure 7(b) on the other
hand shows a histogram which compares the frequency of
images against the percentage of correctly detected minu-
tiae. It is clearly visible from the results that the pro-
posed algorithm generates 15% lesser spurious minutiae
than Gabor based fingerprint image enhancement at the cost
of dropping 4% more minutiae. Moreover, the histogram
of spurious minutiae indicate that the proposed algorithm

Original RTrace Gabor MMTrace

Figure 6. Feature Extraction or Restoration of fingerprints with
various degradations using the Proposed approach, Gabor filtering,
and MMTrace methods on sample images from FVC as well as
SFinGe datasets.

tends to produce more number of images with fewer spuri-
ous minutiae. The difference is more in case of noisy finger-
prints such as from the FVC database. We also note that a
majority of spurious minutiae in case of the proposed algo-
rithm came from 4 fingerprint images with very high noise
levels.

Finally, we run a minutiae based matcher (NBIS [12]) on
the minutiae extracted using the proposed algorithm as well
as that by our implementation of Maio and Maltoni [11].
The NBIS minutiae extractor and matcher were used for Ga-



Table 2. Results of minutiae extracted from Gabor enhanced im-
ages as well as using the proposed ridge tracing method on a subset
of ground truthed images from FVC 2004.

GT Proposed Gabor
Endings 1237 1093 (88.4%) 1037 (83.84%)
Bifurcations 925 555 (60.0%) 719 (77.7%)
Exchanged 0 300 (13.9%) 288 (13.3%)
Spurious 0 344 (15.0%) 678 (31.4%)
Dropped 0 214 (9.9%) 118 (5.5%)
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Figure 7. Number of spurious and correct minutiae per fingerprint
between Gabor based and the proposed algorithm.

bor filtered images. As we note, the ROC curve 8 based on
Gabor enhancement starts higher due to its higher rate of
minutiae detection, while the proposed approach performs
better at lower FAR due to fewer false minutiae. Note that
the implementation of Maio and Maltoni used here includes
a Gabor filter stage before tracing.
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Figure 8. ROC Curve using FVC 2004 DB1 A dataset.

4. Conclusions and Future Work
We have presented a robust and efficient method for ex-

traction of minutiae and ridge features directly from gray
scale fingerprint images. A robust mechanism for deter-
mining the tracing step allows us to deal with considerable
noise in the fingerprint images. We are able to achieve sig-

nificantly lower number of spurious minutiae detection as
compared to Gabor based enhancement and feature extrac-
tion, although at the cost of a slight increase in dropped
minutiae.

In future, we would like to improve the algorithm with
an intelligent post-processing step to reduce the number of
type-exchanged minutiae as well as dropped features such
as short ridges and spurs. Use of mixed spectrum technique
can improve the accuracy of ridge frequency estimation [8].
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