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Abstract

Polygon approximation is an important step in the recogni-
tion of planar shapes. Traditional polygonal approximation
algorithms handle only images that are related by a similar-
ity transformation. The transformation of a planar shape as
the viewpoint changes with a perspective camera is a gen-
eral projective one. In this paper, we present a novel method
for polygonal approximation of closed curves that is invari-
ant to projective transformation. The polygons generated by
our algorithm from two images, related by a projective ho-
mography, are isomorphic. We also describe an application
of this in the form of numeral recognition. We demonstrate
the importance of this algorithm for real-life applications
like number plate recognition and aircraft recognition.

1. Introduction
We recognize a large number of familiar and novel objects
every day with little effort. We can also recognize many
objects that may vary significantly in form when viewed
from different view points. Objects can be recognized even
when they are partially obstructed. The recognition of ob-
jects from different views is a well studied problem in com-
puter vision. Most of the literature, however, is confined to
similarity transformations between different views, and not
the general case.

Planar objects form a subset of all objects but are of great
practical interest. We use several planar objects every day,
such as books, drawings, cloth, etc. Many non planar ob-
jects can be approximated by planar ones when viewed from
sufficiently far. Many planar object recognition algorithms
represent the boundary object using a single parameter vec-
tor. Polygonal approximation – i.e, approximating a given
closed curve as a 2D polygon – provides a simple repre-
sentation of the planar object boundary. Parameterizing the
boundary using a polyline representation makes recognition
easy. Polygonal approximation has also been used as an in-
termediate step in various applications such as volume ren-
dering and multiresolution modeling [3, 12].

Let
� �������	�
������������
�����

be a set of points on the
boundary of a planar object to be approximated using a

polygon. Polygonal approximation can be defined as a par-
titioning of the set into � mutually exclusive and collec-
tively exhaustive subsets � ����������� ��� such that each of the
subsets can be approximated using a linear sequence of
points. This can be achieved by minimization of an objec-
tive function of the form:��� �� � � ����� �

� �
�! �"#�$� �&% �  (1)

where
�  

is the linear structure which approximates the
points in �  and ���(' " is a measure of deviation of

� �
from

�  
.

The deviation ���(' " can be the perpendicular distance or an-
other measure of how the linear structure

�  
distorts the real

point
� �

. Thus, the deviation can be considered as the error
in fitting the linear structure to the set of points. Given � ,
problem of identification of

�
can be addressed using classi-

cal regression techniques or eigen vectors of the covariance
matrix [4]. A general optimization of the objective func-
tion may be computationally expensive and prone to get
stuck in local minima. Therefore, most of popular polyg-
onal approximation algorithms look for an optimal solution
with the help of a greedy algorithm [6, 9]. They primar-
ily exploit the advantage that the points in the set are con-
nected and ordered. Dynamic Strip Algorithm is one such
algorithm [6] which is a fast polygonal approximation algo-
rithm. Hopfield neural network based algorithms also have
been reported for polygonal approximation [2]. Some meth-
ods do not exploit the connectedness of points [1]. They
group points on the boundary into linear clusters. Some of
the algorithms emphasize the optimality and efficiency of
the polygon approximation [11].

The above mentioned algorithms are primarily designed
to handle similarity image transformations – mostly, trans-
formations involving translation, rotation, and scaling – for
recognition. They do not perform well if the two boundaries
being compared differ more than by a similarity transforma-
tion. When a planar object is imaged from multiple viewing
positions the image-to-image transformation is projective, a
lot richer than the similarity transformation [5].

In this paper, a polygonal approximation algorithm for
closed curves which is invariant to projective transforma-
tion is proposed. In Section 2, we formally introduce the
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problem. In Section 3, a description of a polygonal approx-
imation algorithm which is invariant to projective transfor-
mation is presented. We discuss the implementation details
of the algorithm in Section 4. Section 5 presents the results
of the algorithm and describes real-life applications of such
an algorithm.

2. Preliminaries
2.1. Image-to-Image Homographies
When an object is imaged from multiple viewpoints, the
points on the planar object boundary (and also the points
inside) undergo a transformation. The transformation that
the coordinates of each point of a plane undergoes from one
image to the other can be mathematically described as a
general projective or linear operation in homogeneous co-
ordinates. That is, � �����
where T is a general ����� matrix and

� �	� 
 ��� ���� T and� ��� 
 ��� ���� T are the images of the same world point in
view 1 and 2 respectively. In some special cases, the relation
could have simpler forms of affine or similarity transforma-
tion. Similarity transformation deals with only the case of
the camera rotating about its principal axis and/or a change
in focal length.

Most reported polygonal approximation algorithms are
primarily designed to be invariant under similarity transfor-
mation. That is, they provide similar polygonal approxima-
tion even if the boundary of a planar object is translated,
rotated or scaled. They will fail to match the boundaries if
the transformation is more general, as is often the case when
the object is viewed from radically different viewpoints.

An affine homography between two images is repre-
sented by T matrix with its last row as

� ��� ��
. Affine

transforms deform the shape of an object beyond rigid mo-
tions. They preserve parallelism and map points at infinity
to other points at infinity. Affine transforms form a subset
of the general projective group. A projective transforma-
tion T between two planes is represented as a non-singular
����� matrix and is a linear mapping on homogeneous points.
A mapping of four points between two planes, of which
no three points are collinear, is sufficient to determine the
transformation matrix T.

Projective transformations, in general, do not preserve
parallelism of lines and can map points at infinity to finite
points and vice versa. They, however, preserve properties
such as collinearity of points, and several cross ratios.

It has been shown that a planar object viewed from multi-
ple viewing positions results in a projective image-to-image
homography. Consider an aerial image of an aircraft. Since
the height of the aircraft is considerably less than the alti-
tude from which it is imaged, the object can be considered
planar and aircraft recognition problem can be addressed

using planar object recognition algorithms. Consider an
aircraft shown as in Figure 1(a). This aircraft has under-
gone a similarity transformation (translation, rotation, scal-
ing) to result in Figure 1(b). Most of the existing polygonal
approximation algorithms can generate same polygonal ap-
proximation (with a scale factor) for this pair of images. In
Figure 1(c) and 1(d) we respectively show affine and projec-
tively transformed versions of the same aircraft. Euclidean
distances between points, angles between lines, etc., are not
preserved under these transformations. In this paper, we pri-
marily aim at developing an algorithm which can result in
isomorphic polygonal approximations of a planar boundary
even under the general projective transformation.

(a) (b)

(c) (d)

Figure 1: An aircraft image and its transformed versions.
(a) Original (b) Translated,rotated and scaled (c) Affine (d)
Projective

2.2. Problem Formulation
Let

�����	� ��� ��������� ��� �
be the points on the boundary of an

object in the first view. To approximate these points using
a polygon, one can follow the same procedure discussed in
the previous section by minimizing an objective function
same or similar to Equation 1.

Let �
�

be the point corresponding to
� �

in another view.
Then, �

� ��� � �
. The polygonal approximation algorithm

in the second view minimizes the objective function

����� �� � � � ��� �
� � ��� " � �

�&%
� � (2)

where
� � 

is the linear structure which approximates the
points in � � . For the polygonal approximation to be invari-
ant to projective transformation, there should be a one-to-
one mapping from � �� to �

�
. We address this problem using

projective invariants.
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2.3. Projective Invariants
An invariant, � ��� " , of a geometric structure described by
a parameter vector � subject to a linear transformation T
of the coordinates

� � ��� �
, is transformed according to� ��� � " � � ��� "�� ��� 	

[8]. Here � ��� " is the function of the
parameters after the linear transformation. Invariants for
which 
 � �

are referred to as scalar invariants [8]. Con-
sider four points � � � � � � ��� � �� . Neither distances nor ratio
of distances are preserved if a projective transformation is
applied to all of them, though collinearity is preserved. Be-
low we describe two projective scalar invariants.

Cross-ratio of four collinear points: The cross-ratio of
points � �	� � � � � � � �  is defined as

��� ��� � � � � � ��� � �� " � � � ��� � � " ' � � �� � � "
� � � � � ��" ' � �  � � �#" � (3)

where
� ��� � � �
� � � �  represent the corresponding posi-

tions of each point along the line, e.g. � � ��� � � "
is the

distance between points ��� and � � . This is invariant to a
general projective transformation [8].

Cross-ratio of areas of five points: The cross-ratio of the
areas is defined by

��� ��� � � � � � � � � �  � ��� " ��������������� �! ' �����"#���$ ���!
����������"�� �! ' ������#���$ ���!

�
(4)

where � � � � � � ! is the area of the triangle formed by points

� �	� � ��� ��� . Clearly, the five points have to be in general posi-
tions to avoid degenerate cases. This is invariant to general
linear or projective transformations [8].

3. Projective Invariant Polygon Ap-
proximation

In this section, we derive an algorithm for polygonal ap-
proximation that is invariant to a projective transformation.
This algorithm can result in isomorphic polygonal approxi-
mation under projectively transformed versions of the same
image.

We first define a ratio of cross-ratios of areas, denoted by%
. Consider points

���	�
���� � � � �  �
� � and
��&

. We have,

��� � � �' � � � �  � ' � � � �� � � � ' �  � � � ��� �(� �( & � � &  � ' � � � �� & � � ' �  � � �
We see that the area � �  � � �� ' base ' height

� �� ' �*),+ �  '�.-0/21 � � , where
�*),+ �  is the length of the line segment defined

by points � � and �  and �.-0/21 � � is the perpendicular distance
of point ��� from the line defined by points � � and �  . We

define a ratio of cross-ratios as

% � ��� �(� �' ���� �(� �' & � � �  � ' � & � �� � � � ' � &  �� ��)2+��  '��3-0/21 � � ' �*),+�� � ' �.-0/21 � �&��)2+ � � '��3-0/21 � �� ' �*),+ �  ' �.-0/21 � &� �3-0/�1 � � '��3-0/21 � �&�3-0/�1 � � '��3-0/21 � �&
which can be rewritten as

% � �.-0/21 � �54 �3-0/21 � ���.-0/21 � & 4 �3-0/21 � �& �
(5)

We first establish three useful properties before proving
the existence of projective invariant polygon approximation.

Lemma 1: An invariant polygonal approximation algo-
rithm can exist only for a transformation where collinearity
is preserved.
Proof: We prove this by contradiction. Say we have a polyg-
onal approximation algorithm invariant to a transformation
which does not preserve collinearity. Under such a transfor-
mation, not every line gets transformed as a line. Applying
such an algorithm to the boundaries of two transformations
of a planar object would result in subsets which have a one-
to-one mapping. Consider one such pair of corresponding
subsets, �

�
and � �

�
. Let

� �
and

� ��
be the linear structures

for �
�

and � �� respectively. However, under such a trans-
formation, there would exist cases when

� �
cannot be trans-

formed as a line. So there may not be a
� ��

corresponding to� �
. Therefore, there cannot exist a polygonal approximation

algorithm which is invariant to such a transformation. 6
Since projective transformation preserves collinearity,

there can exist a polygonal approximation algorithm invari-
ant to this transformation. We now establish that the mea-
sure, ratio of cross-ratios of area, can be used as the measure
of deviation ��� ' " in Equation 1.

Lemma 2: The ratio of cross-ratios of areas can give us a
measure of deviation ��� ' " in the objective function of polyg-
onal approximation given by Equation 1.
Proof: It is clear from Equation 5 that

%
can be interpreted

as the ratio of the ratio of perpendicular distances of the
points ��� and � & from the two lines

� - +7) � � and
� - +7) �  . If

this quantity is equal to 1, the two ratios of perpendicular
distances are equal. The locus of all such points � & is the
straight line

� - +7) � � . When the point � & moves away from
this line,

%
moves away from 1. Thus,

%
gives a measure

of the collinearity of the points � � � � � and � & . A simple
measure ���(' " �8� % �

 �
can then be used as the measure of

deviation as given in Equation 1. 6
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Another constraint for the existence of a polygonal ap-
proximation algorithm invariant to projective transforma-
tion is that the distance function ��� ' " should be invariant
to projective transformation.

Lemma 3: The ratio of cross-ratios of area � % " is invariant
to projective transformation.
Proof: The result follows since the cross-ratios of areas are
projectively invariant. 6 .

We now construct an algorithm which will minimize the
optimization function with ���(' " as defined above. This algo-
rithm may be computationally expensive. We can addition-
ally exploit the connectedness and the order of the points of
the boundary. This results in an � � + " algorithm for polyg-
onal approximation where

+
is the number of points on the

boundary. We traverse the boundary in a clockwise direc-
tion and successively insert points into the set �

�
until we

encounter a point which deviates too much from the current
linear structure

�  
, measured using

� % �
 �

.

Theorem 1: There exists an algorithm for polygonal ap-
proximation which is invariant to projective transformation.
Proof: From the above lemmas, it is clear there is a function��� ' " which is invariant to projective transformation. Also, if��� ' " is invariant, the above algorithm would result in a one-
to-one mapping between the subsets � � � � � ��������� � � . There-
fore, the above algorithm is invariant to projective transfor-
mation. 6
4. Algorithm, Implementation and

Discussion

We develop the algorithm in the following manner.

1. Choose point 1 as the starting point and point 5 as the
point next to point 1 on the curve. Points 2, 3, and 4
may or may not lie on the curve.

2. We look at the point adjacent to 5 in the clockwise di-
rection on the curve. Call this point 6. We measure the
quantity ��� � " � � % � � " �  � .

3. If ��� � "�� 1 where 1 is a suitable tolerance threshold,
the line joining points 1 and 5 can approximate the
curve up to this point. We move the point 6 forward
and repeat the process from step 2.

4. Otherwise, the point 6 has deviated from the
� - +7) � �

sufficiently. We, therefore, approximate the curve from
1 to the point before 6 by the line joining points 1 and
5. We then repeat the procedure by taking point 6 to
be the new point 1.

The algorithm described above was implemented to
work with real images. Real images, however, pose many
challenges. Points 3, 4, and 5 have to chosen carefully in
order to overcome errors that are present in real images.
The most prominent error is due to the discretization or
pixelization of the curve because of which the cross-ratios
calculated may differ in different views. The error asso-
ciated with computing the cross-ratios from real images is
discussed in [8]. In order to decrease the relative error,
points 3 and 4 were taken significantly far from point 1 and
from each other. Point 5 was chosen to be a fixed number
of points after point 1 because for the points near point 1,
cross-ratios tend to vary considerably due to discretization.

The reference points should not be collinear as the area
based cross-ratios may not be defined for them. Such con-
figurations have to be avoided carefully. Due to discretiza-
tion, points collinear in one view may not be collinear
in another. Therefore, a different algorithm for checking
collinearity was used which does not require points to be
strictly collinear. Another problem arises due to the small
differences in the location of point 3 and 4 in different
views. However, as long as the threshold is low, this results
in a difference of only 1-2 pixels in the boundary points.
The choice of the threshold should depend on the curvature
of the section that we are trying to approximate. For ex-
ample, for a linear section the threshold should be low to
retrieve the same linear section as the approximation.

5. Results

The results of the proposed algorithm on two planar bound-
aries are shown in the Figure 2. The results were obtained
on images of size � � � � � � � . We considered only the bound-
ary pixels for our algorithm. The original image is shown
on top with two projectively transformed versions below
it. The boundary pixels are drawn in black colour. The
red lines in the figure show the polygonal approximation of
the boundary using our algorithm. The polygon approxima-
tion has twenty sides. The number of sides of the polygon
and their relative position with respect to the object remain
same across all projective transformations we have con-
sidered. To quantitatively compare the results, we projec-
tively transformed the polygonal approximation of the orig-
inal image by the same projective transformations shown as
green lines. The green and red polygons in the other figures
are identical in all cases except one or two nodes which got
shifted by 1-2 pixels due to discretization. Another example
is shown on the right in Figure 2. Here an aircraft image is
polygonal approximated with a twenty five sided polygon.
The boundary of the aircraft is shown in black and the red
lines show the polygonal approximation of the boundary.
Our experience with other planar boundaries is also very
good.
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Figure 2: Polygon approximation of two original curves and
after applying two projective transformations.

5.1. Numeral Recognition

An important application of polygonal approximation is
planar object recognition [7, 10]. We demonstrate the appli-
cability of this algorithm for recognition of numerals across
multiple views. Numeral recognition has been convention-
ally addressed among the document image processing com-
munity. There are many other situations in image and video
processing where the numerals are to be recognized under
projective transformation. Conventional OCRs are not de-
signed to address this problem. We considered numeral im-
ages of size � � � � � � � for this experiment. Thirty four dif-
ferent views of each numeral were considered for experi-
mentation. Thirty of these images used as inputs are shown
in Figure 4.

The boundaries of these numerals were extracted and
were approximated by a polygon using our algorithm. A
feature vector was then formed by taking the cross-ratio of
areas of every five consecutive boundary points. In order to
classify the test images, we employed a nearest neighbour
classifier. We calculated the Euclidean distance of the fea-
ture vector of the test image from the feature vectors of the

Figure 3: Polygonal approximation of the numeral 5 used
as input to the numeral recognition system

reference images of each class. The test image was assigned
to the nearest class. The polygonal approximation of one of
the numerals used as an input to the recognition system is
shown in Figure 3. Recognition results for the numeral data
are presented in Table 1. In a dataset of size 340 images, we
could achieve an accuracy of 94.70%.

Digit Number of Images Accuracy(%)
0 34 94.11
1 34 88.23
2 34 82.35
3 34 94.11
4 34 100.00
5 34 94.11
6 34 100.00
7 34 97.05
8 34 100.00
9 34 97.05

Total 340 94.70

Table 1: Recognition accuracy for the numerals.

5.2. Application Domains

Number Plate Recognition: There are many number
plate detection algorithms for images and videos. Coupled
with this we need a module which can recognize alpha-
numerals under projective transformation. In a number
plate recognition system, the input is a projectively trans-
formed image of numerals and alphabets, as shown in Fig-
ure 5 .It’s objective is to identify the number on the number
plate. To test the feasibility of number plate recognition us-
ing our algorithm, we analyzed a few real images of number
plates. The test was limited to recognition of digits and can
be easily extended for alphabets as well. A sample polygo-
nal approximation is shown in Figure 6. We are yet to test
this system on a large database of number plates.
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Figure 4: Some of the inputs used in the numeral recognition system

Figure 5: Two projectively transformed images of a number
plate

Figure 6: Polygon approximations of real images of 4 and
8 extracted from a number plate

Aircraft Recognition: In an aircraft recognition system,
we are given projectively transformed images of aircrafts of
various aircraft models for recognition. The system should
be able to identify the aircrafts correctly by distinguishing
between various models. The polygon approximation of
one such aircraft is shown on right side of Figure 2. The
system has not been tested with a large database of aircraft
images.

6. Conclusions and Future Work

We presented an approach to generate a projectively invari-
ant polygonal approximation using invariant properties of
the cross-ratio of areas. We demonstrated how planar shape
recognition can be achieved using this algorithm. This can
be applied to real-life problems such as number plate recog-
nition and aircraft recognition. We plan to use polygon ap-
proximation for object recognition with occlusion. Also,
other applications have to be explored like shape from tex-
ture. Repeated texture elements can be polygon approxi-
mated and may be used for reconstruction of shape.
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