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Outline

AAutomatic Speech Recognition (ASR)
AAcoustic inputgmain focus of deep neural nets, DNN)

ALinguistic outputgan often overlooked aspect for the DNI
success)

AThree case studies:
ACNR Y ol G0N y ¢ -tiefe@-2 @B olf |



Rising of Deep Learning in Speech
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Abstract: Over the past 25 years or so, speech recognition technology has been

Workshops dominated by a “shallow” architecture — hidden Markov models (HMMs). Significant
Publication Models technalogical success has been achieved using complex and carefully engineered variants
, of HMMs. The next generation of the technalogy requires solutions to remaining technical

Demanstrations challenges under diversified deployment emvironments. These challenges, nat adequately
Mini Symposia addressed in the past, arise from the many types of vaniability present in the speech

generation process. Overcoming these challenges is likely to require “deep” architectures
Accepted Papers . . . . " .

with efficient leaming algorithms. For speech recagnition and related sequential pattem
Dates recognition applications, some attempts have been made in the past to develop
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computational architectures that are “deeper” than conventional HMMs, such as



IEEE Signhal Pradagazine, Novembe?012 (review paper)

Geoffrey Hinton, Li Deng, Dong Yu, George E. Dahl, Abdel-rahman Mohamed, Navdeep Jaitly,
Andrew Senior, Vincent Vanhoucke, Patrick Nguyen, Tara N. Sainath, and Brian Kingsbury

Deep Neural Networks
for Acoustic Modeling
in Speech Recognition

The shared views of four research groups
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Scale up/out Deep Learning w. Industrial
Triumph

A ScaleDeep Learninguccess to large industrial speech tas

I Grew output neurons from contexhdependentphones(100-
200) tocontextdependent one9k-32Kk)

I Motivated initially by saving huge MSFT investment in the spee
decoder software infrastructur@010present)

A Engineerindor large speech systems:
I Expertise irDL/DNNand speech recognition
I Close collaboration amongany teams at MS and with academic
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Learning Curve:
No Longer Just
A Human Trait

By JOHN MARKOFF

Using an artificial intelligence
technique inspired by theories
about how the brain recognizes
patterns, technology companies
are reporting startling gains in
fields as diverse as computer vi-
sion, speech recognition and the
identification of promising new
molecules for designing drugs.

The advances have led to wide-
spread enthusiasm among re-
searchers who design software to
perform human activities like
seeing, listening and thinking.
They offer the promise of ma-
chines that converse with hu-
mans and perform tasks like
driving cars and working in fac-
tories, raising the specter of auto-
mated robots that could replace
human workers.

The technology, called deep
learning, has already been put to
use in services like Apple’s Siri
virtual personal assistant, which
is based on Nuance Communica-
tions” speech recognition service,
and in Google’s Street View,
which uses machine vision to
identify specific addresses.

But what is new in recent
months is the growing speed and
accuracy of deep-learning pro-
grams, often called artificial neu-
ral networks or just “neural nets”
for their resemblance to the neu-
ral connections in the brain,

“There has been a number of
stunning new results with deep-
learning ‘methods,” said Yann
LeCun, a computer scientist at
New York Universitv who did

HAO ZHANG

A voice recognition program translated a speech given by Richard F. Rashid, Microsoft’s top scientist, into Mandarin Chinese.

Scientists See Promise in Deep-Learning Programs
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seeing in the accuracy of these
systems is very rare indeed.”

Artificial intelligence research-
ers are acutely aware of the dan-
gers of being overly optimistic.
Their field has long been plagued
by outbursts of misplaced enthu-
siasm followed by equally strik-
ing declines.

In the 1960s, some computer
scientists believed that a work-
able artificial intelligence system
was just 10 years away. In the
1980s, a wave of commercial
start-ups collapsed, leading to
what some people called the “A.I.
winter.”

But recent achievements have
impressed a wide spectrum of
computer experts. In October, for
example, a team of graduate stu-
dents studying with the Universi-
ty of Toronto computer scientist
Geoffrey E. Hinton won the top
prize in a contest sponsored by
Merck to design software to help
find molecules that might lead to
new drugs.

From a data set describing the
chemical structure of 15 different
molecules, they used deep-learn-
ing software to determine which
molecule was most likely to be an
effective drug agent.

The achievement was partic-
ularly impressive because the
team decided to enter the contest
at the last minute and designed
its software with no specific
knowledge about how the mole-
cules bind to their targets. The
students were also working with
a relatively small set of data;
néural nets typically perform
well only with very large ones.

“This is a really breathtaking
result because it is the first time
that deep learning won, and more
significantly it won on a data set
that it wouldn’t have been ex-
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that organizes data science com-
petitions, including the Merck
contest.

Advances in pattern recogni-
tion hold implications not just for
drug development but for an ar-
ray of applications, including
marketing and law enforcement.
With greater accuracy, for exam-
ple, marketers can comb large
d of ¢ i
to get more precise information
on buying habits. And improve-
ments in facial recognition are
likely to make surveillance tech-
nology cheaper and more com-
monplace.

Artificial neural networks, an
idea going back to the 1950s, seek
to mimic the way the brain ab-
sorbs information and learns
from it. In recent decades, Dr.
Hinton, 64 (a great-great-grand-
son of the 19th-century mathema-
tician George Boole, whose work
in logic is the foundation for mod-
ern digital computers), has pio-
neered powerful new techniques
for helping the artificial networks
recognize patterns.

Modern artificial neural net-
works are composed of an array
of software components, divided
into inputs, hidden layers and
outputs. The arrays can be
“trained” by repeated exposures
to recognize patterns like images
or sounds.

These techniques, aided by the
growing speed and power of
modern computers, have led to
rapid improvements in speech
recognition, drug discovery and
computer vision.

Deep-learning systems have
recently outperformed humans
in certain limited recognition
tests.

Last year, for example, a pro-
gram created by scientists at the
Swiss A.l. Lab at the University
of Lugano won a pattern recogni-
Hoan ranfeet By nnftrnarfarming

KEITH PENNER
A student team led by the
computer scientist Geoffrey E.
Hinton used deep-learning
technology to design software.

An advance in a
technology that can
best human brains.

the images in a set of 50,000; the
top score in a group of 32 human
participants was 99.22 percent,
and the average for the humans
was 98.84 percent.

‘This summer, Jeff Dean, a Goo-
gle technical fellow, and Andrew
Y. Ng, a Stanford computer scien-
tist, programmed a cluster of
16,000 computers to train itself to
automatically recognize images
in a library of 14 million pictures
of 20,000 different objects. Al-
though the accuracy rate was low
— 15.8 percent — the system did
70 percent better than the most
advanced previous one.

Deep learning was given a par-
ticularly audacious display at a
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lish on a large screen above his
head.

Then, in a demonstration that
led to stunned applause, he
paused after each sentence and
the words were translated into
Mandarin Chinese characters,
accompanied by a simulation of
his own voice in that language,
which Dr. Rashid has never spo-
ken.

The feat was made possible, in
part, by deep-learning tech-
niques that have spurred im-
provements in the accuracy of
speech recognition.

Dr. Rashid, who oversees
Microsoft’s worldwide research
organization, acknowledged that
while his company’s new speech
recognition software made 30
percent fewer errors than previ-
ous models, it was “still far from
pertect.”

“Rather than having one word
in four or five incorrect, now the
error rate is one word in seven or
eight” he wrote on Microsoft’s
Web site. Still, he added that this
was “the most dramatic change
in accuracy” since 1979, “and as
we add more data to the training
we believe that we will get even
better results.”

One of the most striking as-
pects, of the research led by Dr.
Hinton is that it has taken place
largely without the patent re-
strictions and bitter infighting
over intellectual property that
characterize high-technology
fields.

“We decided early on not to
make money out of this, but just
to sort of spread it to infect every-
body,” he said. “These companies
are terribly pleased with this.”

Referring to the rapid deep-
learning advances made possible
by greater computing power, and
especially the rise of graphics

nrocecenre he added
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