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Main Lecture themes 

ÅDeep Learning: from input to output representation 
learning (NIPS-2013 Workshop) 

ÅGoing beyond DNNs for acoustic input representations 

ÅExploiting articulatory feature hierarchy 

ÅImplications for language-universal speech recognition 
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ÅAutomatic Speech Recognition (ASR) 

ÅAcoustic inputs (main focus of deep neural nets, DNN) 

ÅLinguistic outputs (an often overlooked aspect for the DNN 
success) 

ÅThree case studies: 

ÅCǊƻƳ άōŜŀǘǎ-on-a-ǎǘǊƛƴƎέ ǘƻ άƳǳƭǘƛ-tiered - ƻǾŜǊƭŀǇέ 

ÅHandling high-dimensionality in the DNN output layer 

ÅBetter properties of learning with linear outputs 

Outline  



Rising of Deep Learning in Speech  
--- close NIPS connection 
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IEEE Signal Proc. Magazine, November, 2012 (review paper) 
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Scale up/out Deep Learning w. Industrial 
Triumph 

ÅScale Deep Learning success to large industrial speech tasks 

ïGrew output neurons from context-independent phones (100-
200) to context-dependent ones (9k-32k) 

ïMotivated initially by saving huge MSFT investment in the speech 
decoder software infrastructure (2010-present) 

ÅEngineering for large speech systems: 

ïExpertise in DL/DNN and speech recognition 

ïClose collaboration among many teams at MS and with academics 
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Scientists See Promise in Deep-Learning Programs 
John Markoff 

November 23, 2012 

Rich Rashid in Tianjin, October, 25, 2012 
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