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ABSTRACT

This thesis addresses the problem of word baundary hypothesisation, which
occursin the context of a speech-te-text conversion system for Hindi. Normal speech is
continuous sequence of sounds with no specific pauses to indicate word boundaries.
Hence, to convert speech into the corresponding text, it is necessary to identify the
boundaries between the words in the speech. In speech recognition systems, thisis
usually done by matching a symbolic representation of the input speech against a
lexicon to obtain a string of words. However, thislexical analysis is computationally
expensive. On the other hand, if some word boundaries can be identified even before
lexical analysis, the complexity of the lexical analyser will be significantly reduced. This
thesis focuses on the issues in the identification of word boundary clues, and on the
effectivenessof the identified clues.

First, the importance of even partial identification of the word boundariesin
reducing the computational complexity of lexical analysis is demonstrated through
simulation studies. Later, studies are described for identification of clues for
hypothesising word boundaries, which are based on the four knowledge sources,
language, lexicon, prosody and acoustic-phonetics. The effectiveness of thesecluesis
reported in terms of the percentages of the correct and incorrect word boundary
hypotheses produced by the clues.

Studies in thisthesisclearly demonstrate the following:

(i) Reduction in the complexity of lexical anaysis even with a partial knowledge of
word boundariesin a text,

(i) Existence of language and lexical clues that can be exploited for placing a
significant number of word boundaries correctly, and

(iif) Existence of speech-related clues such as prosodic and acoustic-phonetic clues,

which can be used to identify many word boundaries in speech.



Chapter |
INTRODUCTION TO WORD BOUNDARY HYPOTHESISATION

1.1 Word boundary hypothesisation problem

The problemn of word boundary hypothesisation(WBH) arises in tiie contexi of
human communication with machines. The problem can be stated as follows. Given a
string of symbols representing a sentence, word boundaries are to be placed in the
symbol string to convert it into a string o words. This problemis relevant especialy in
the context of speech input to a machine, where the speaker does not consciously
indicate the word boundaries while speaking. The work reported in this thesisis on the
identification of cluesto perform word boundary hypothesisation in a speech-to-text
conversion system for the Indian language Hindi.

The role of theword boundary hypothesisation problem in speech recognition
can be understood if one examines the way humans speak. Normal speech is a
sequence of soundswith very few pauses to indicate word boundaries. T o convert
speech into the corresponding text, one needstoidentify the positions of the missing
word boundaries. In speech recognitionsystems, the word boundaries may be obtained
by matching a symbolic representation o the speech, produced by a speech signal-to-
symbol converter, against alexicon. However, this process, called lexical analysis,
produces a large number of alternate word strings, when the input symbol sequence
contains errors. Moreover, it also involvesa large number of computations. Since a
significant percentage of the speech recognition time is spent on lexica analysis [Wolf
and Woods 1980], one needs to smplify the lexical analysis to speed up the speech
recognition. If some word boundaries can beidentified before performing lexical
analysis, the performance o the lexicd analyser, both in number of computations and
in accuracy, can be significantly improved.

Consider the operation of alexical analyser when some word boundaries are



known. The lexical analyser can now match each substring between word boundaries
against the lexicon and produce word alternatives. Note that even if all the word
boundaries are known, the lexical analyser till has to match the substrings between the
boundaries against the lexicon, due to possibility of errorsin the input symbols. From
theword alternatives produced by the lexical match, sentence alternatives can be
formed by constructing strings of theword alternatives. Since the word start and end
points are known, many sentence alternatives that contain words spanning across word
boundaries, which would have been produced in the absence of word boundaries, are
eliminated. This results in a reduction in the number of alternatives for a sentence.
Also, the time needed for lexical matching will be reduced. It can be reduced further, if
the lexical matchesfor words can be done in parallel.

Word boundary hypothesisation also simplifies the handling of unknown words,
i.e., words which are not listed in the lexicon, such as names of persons and places. In
the absence of word boundaries, on detecting an unknown word, the lexical analyser
will have to search several alternative positions to detect the start of the next word. If
word boundaries are known, it can start the lexical match from the next word boundary
and leave theinterpretation of the unknown word to later stagesor to the user.

The development of a word boundary hypothesiser also simplifies the design of
a speech-to-text conversion system. The main objective of such a system is to generate
a text corresponding to the input speech. Typicaly, a speech-to-text conversion system
consists of a speech signal-to-symbol conversion system and a symbol-to-text
conversion system. Assuming that the symbols correspond to the orthographic
characters of the language, the symbol string produced by the signal-to-symbol
conversion differsfrom the desired text mainly in the missingword boundaries. A

symbol string without word boundariesis difficult to read even for humans. The main



purpose of the symbol-to-text conversion system isto make the symbol string readable,
by providing the missing word boundaries. The text can be further corrected, if
necessary, using the higher level knowledge sources such as syntax and semantics to
make it more meaningful.

In summary, the following are the advantages of the word boundary
hypothesi sation:
1 The complexity of lexical matching involved in large vocabulary speech recognition
can be significantly reduced.

2. Unknown words can be handled.

3. If most of theword boundaries can be hypothesised, a useful speech-to-text
conversion system can be developed, with only a speech signal-to-symbol converter and
aword boundary hypothesiser.

It isinteresting to note that a meaningful text with word boundaries can be read
easily, even with some errorsin characters and in word boundaries (see Fig.1.1 for
illustration). Thusword boundary hypothesisation playsa crucial rolein producing a
readable output from a speech-to-text conversion system. But continuous speech does
not contain any direct clues, such as pauses, toword boundaries. However, itis
interesting to note that there are several language features which can be exploited for
hypothesising word boundaries. Since the original input is speech signal, one can also
exploit speech related cluesfor word boundary hypothesi sation.

The objective of thisthesisis to establish the significance of word boundary
hypothesisation in speech recognition and to demonstrate that language and speech
related clues do exist, which can be effectively used to hypothesise word boundaries. It
isinteresting to note that even a partial successinword boundary hypothesisation using
these clues would generate a text which is significantly better than a text without word

boundaries, from a readability point of view. Moreover, such a text with a few word



al ounddhel ongt abl eheagsnoddedenuni sonyeswer eedt hucul t ur enust shangepr opessor s
shoultper ewar dedeccordlr‘ﬁt ot heer deachi nguf f ect i venessnot por t hei r f meanr ezear chi n
sempatheticyibrationmyowlheadnoddeduponddownjustlikeatherwiseheedsthenodging
continoediglincedfultivelyatmynaighbour endcaughhementheactobmenitoringmaown

degreeoffinceritynotsomuchaseripplearashedowanhisexpressiongetrayedalylackof
convi ct i onbhi swasseri ousst uf f

(2)

aound dhelong table heags nodded en unison yeswe abreed thu culture must
shange propessors shoult pe rewarded eccordingt1 to theer deachin
uffectiveness not por their fame an rezearch in sempathetic yibration my ow
head nodded up ond down just like ather wise heeds the nodging continoed i
glinced fultively at my naighbour end caught hem en the act ob menitoring ma
own degree of fincerity not so much as e ripple ar a shedow an his expression
getrayed ay lack of conviction bhiswas serious stuff

(b)

Around thelong table heads nodded in unison. Yeswe agreed theculture
must change. Professors should be rewarded according to their teaching
effectiveness not for their famein research. In sympathetic vibration my own
head bobbed up and down just like other wise heads. The nodding continued.
| glanced furtively at my neighbour and caught himin the act of monitoring
my own degree of sincerity. Not so much asa ripple or ashadow in his
expression betrayed any lack of conviction. This was serious stuff.

(c)

Fig 1.1 An illustration of the improvement in the
readability of a text due to word boundaries. In 1.1(a),
atext with nearly 50% of the words in error(but only 10%
of letters in error)is shown without any word boundari es.
The sanme text is shown in 1.1(b) with word boundaries. |t
can be seen that the text in (b) is easier to read

conmpared to the text in (a). The actual text is also
shown in 1.1(c).



boundaries, will also reduce the complexity in the processing of later stages, such as

lexical, syntactic and semantic analyses.
1.2 Issuesin word boundary hypothesisation

Inthe previous section, it was argued that word boundaries can reduce the
number of alternatives produced by a lexical analyser, and they can also reduce the
computation involved in lexical analysis. However, one can also obtain a quantitative
assessment of the effect of word boundaries on lexical analysis and thereby establish
the importance of the word boundary hypothesisation in lexical analysis. Thisisthe
first task in our work.

The main issue to be addressed in such a study is the improvement in the
performance of the lexical analyser due to word boundary hypothesisation. This
involves two studies: (1) a study of the effect of errorsin theinput symbolsonthe
performance of the lexical analyser when the input sentences contain no word
boundaries, and (2) a study on the performance of the lexical analyser for the same
input sentences when they contain word boundaries. In these studies, the performance
of thelexical analyser is measured using two terms: (i) the number of alternate word
strings (henceforth referred as alternatives) matching theinput sentence, and (ii) the
time spent on the lexical analysis. These measures reflect the different waysin which
lexical analysis influences the overall speech recognition process. The first measure is
an estimate of the computational load imposed on the later stages of processing, such
as syntactic and semantic analyses, whereas the second measure is an estimate of the
computation involved in the lexical analysis.

Once the importance of the word boundary hypothesisation isestablished, the
next task isto identify some clues to perform word boundary hypothesisation. Since

word boundary hypothesisation can be viewed as converting a string of symbols without



word boundaries into a text with word boundaries, one can exploit some language
features to perform this task. In particular, one can utilise the constraints on the
formation of words and their occurrence within a sentence. Thus the lexical and higher
level linguistic knowledge scurces such as syntax and semantics, which wili be referred
henceforth as language knowledge, are needed to identify the cluesfor word boundary
hypothesisation. In this context, we have identified two studies, one on the use of
language clues to perform word boundary hypothesisation and another on the use of
lexical clues.

In the context of speech recognition, the symbol string produced by the speech
signal-to-symbol converter, usualy containserrors. It is possible that in the presence of
errors, the lexical and the language clues may not be as effectiveasin the case of error
free input. But there are several speech related knowledge sources such as prosody and
acousti c-phonetics which can be examined to identify additional clues. Thuswe have
identified additional studies on the identification of prosodic and acoustic-phonetic
cluesfor word boundary hypothesisation.

From the above discussion, it isclear that clues based on the four knowledge
sources, acoustic-phonetic, prosodic, lexical and language are useful for word boundary
hypothesisation. However, it may not be possibleto integrate al of these cluesinto a
single module. Thisis due to the fact that the acoustic-phonetic and prosodic clues can
be applied on the speech signal only, whereas the lexical and language clues are
applicable on the symbol string output by the speech signal-to-symbol converter. Hence
to perform word boundary hypothesi sation, one needs to obtain the various cluesfrom
the appropriate knowledge sources and use them, rather than build a single module for
word boundary hypothesisation. The present work focuseson the identification of clues
to performword boundary hypothesisation, and no attempt is made to address issues

concerned with the application of these cluesin an integrated fashion.



Thefollowingissuesare addressed in thisthess:
1. Effect of wordboundary hypothesisationon lexical anaysis,
2. ldentification of language cluesfor word boundary hypothesisation,
3. Identification of lexical cluesfor word boundary hypothesisation,
4. |dentification of prosodic cluesfor word boundary hypothesisation, and,
5. Identification of acoustic-phonetic cluesfor word boundary hypothesisation,
13 Studieson word boundary hypothesisation for Hindi

The first study in our work is on the effect of word boundaries on lexical
analysis. Experiments were carried out to compare the time spent on lexical matching
for the two cases of word boundaries known and unknown. The results proved
conclusively that the presence of word boundaries in the input sentences can reduce
the time spent on lexical analysis significantly. For example, lexical analysis time for
the sentence pa:thsa:la: me: e:k nai: ladaki: ne: prave:sliya: hei was reduced by a factor
of 1000 when the word boundaries were known, compared to the case when the word
boundaries were unknown, when the sentence had 10% errors in phonemes.

Studies were also carried out to estimate the increase in the number of sentence
alternatives for the input sentences. The studies showed that the presence of word
boundaries, reduced the number of alternate word strings matching the input sentence.
For example, for the sentence, pa:t"sa:la: me: e:k nai: ladaki: ne: prave:s liya: hai
produced nearly twice the number of alternate word strings when the word boundaries
were unknown, compared to the case when the word boundaries were known, at an
input error rate of 10%. Thus the results of the study established that word boundary
hypothesi sationimproves the performance of the lexical analyser significantly.

The next study relates to the identification of language cluesfor word boundary

hypothesisation. The language clues proposed correspond to the frequently occurring



words. Theideaisto spot symbol sequences corresponding to these frequently
occurring words in the input sentences and hypothesise word boundaries around them.
Depending on the frequency of occurrence d these words, one can hypothesise a large
number of word boundaries.

The above idea was tested on a Hindi text. A number of clues corresponding to
the frequently occurring words such as case markers, pronouns and other function
words were used. The results show that about 70% of the word boundaries were
detected correctly with errors around 20%.

However, in the context of speech recognition, the symbol string generated by
the signal-to-symbol conversion contains errors. In our study, these errors were
simulated in the input sentences and the performance of the language clues was
estimated at variouserror rates. The resultsshow that the language clues are useful for
hypothesising word boundaries even at high error rates. For example, even at an input
error rate o 50%, the language clues detected nearly 35% o the word boundaries with
less than 35% incorrect hypotheses.

The third study ison the identification of lexical clues. In this, lexical constraints
such as the constraints on the sequences of phonemes, were proposed as clues to
hypothesise word boundaries. The ideais to identify all phoneme sequences which do
not occur word-internally, and then hypothesise word boundaries within such
sequences occurring in a sentence. For example, in English, the phoneme sequence mgl
does not occur word-internally. Hence if it is observed in a text (as in some glass), one
can hypothesise a word boundary within the sequence.

A number of phoneme sequences were used, ranging from simple sequences o
vowels(V 1) and consonants(C*) to much longer sequences of both vowels and
consonants (CV*C and VC* V). Note that the superscript * is used to indicate a

sequence of one or more symbols. Using these sequences, word boundaries were



detected in a Hindi text. The results show that longer sequences detect more word
boundaries but they are also more error prone. Moreover, use of long sequences also
increases the uncertainty in the actual location of the word boundary. Hence, in
practice, this may not result in any significant improvement inlexical analysis, when
compared to the shorter sequences.

In the speech context, the lexical cluesareto be applied on a symbol string
which may contain errors. Tests were conducted using sentences in which speech-like
errors were simulated, and the performance of the lexical clues was estimated. The
results show that the lexical clues are useful even for large percentage errorsin the
input symbol string.

In addition to the language and lexical clues, one can also exploit prosodic and
acoustic-phonetic knowledge sources. In the study on the identification of prosodic
clues for word boundary hypothesisation, four prosodic features of pause, duration,
amplitude and pitch were considered. Of these, pauses are the simplest and most
reliable cluesto word boundaries. In our study, it was found that pauses can be used to
detect only a few word boundaries, less than 20% of the total boundaries. It was also
found that a simple strategy of hypothesising aword boundary after every long vowel
resultsin the detection of many word boundaries (more than 70%) with errors less
than 25%. Pitch changes were also found useful to hypothesise word boundaries. In our
study, it wasfound that a drop in FO can be used to hypothesise a word boundary. This
detected more than 70% of the word boundaries with errors less than 30%. A
combination of pause, duration and pitch resulted in the detection of more than 75%
of the word boundarieswith errorsless than 15%.

Inthe study on the identification of acoustic-phonetic clues, two simple clues,

based on changesin thefirst formant were considered. Thefirst clue useschangesin



F1 position at a vowel-consonant boundary to hypothesise word boundaries. This
detected nearly 50% of the word-final vowelswith errors around 25%. T he second clue
uses changesin F1 energy as a clue to word-final vowels. This detected about 30% of
the word-fina vowels with errors around 25%.

The above studies demonstrated the significance of word boundary
hypothesisation in speech recognition and identified several word boundary clues
based on the language, lexical, prosodic, and acoustic-phonetic knowledge sources. A
detailed description of the studiesisgiven in later chapters. The organisation of the
thesisisgiven in the following section.

1.4 Organisation of the Thesis

In the earlier sections, the problem of word boundary hypothesisation was
introduced and its need in the context of a speech recognition system was discussed. In
the next chapter (chapter 2), a review of the studies on word boundaries is presented.
To establish the importance of word boundariesin reducing the complexity of lexical
analysis, a study was conducted in which the effect of word boundaries on lexical
analysiswas examined. Thisis described in chapter 3. Thisisfollowed by the studies on
the identification of various cluesfor word boundary hypothesisation. Four different
studies were made, each study concentrating on clues based on a particular knowledge
source. In chapters 4, 5, 6 and 7, cluesfor each of these studies are described. In
chapter 4, a study on the use of some language clues to hypothesise word boundaries is
described. In chapter 5, studies on the use of some lexical clues, namely, phoneme
sequence constraints, for word boundary hypothesisation are presented. In chapter 6,
studieson the use of the prosodic features of pitch, duration and amplitude, in
hypothesising word boundaries are described. In chapter 7, studies on the use of word
boundary clues based on acoustic-phonetic knowledge are presented. The performance

of the above four types of clues, namely, language, lexical, prosodic and acoustic-



phonetic clues, in reducing the lexical analysistime is presented in chapter 8. Thework
is summarised in chapter 9 and some issuesfor further investigation are also indicated

in it.



Chapter 2
A REVIEW OF THE STUDIESON WORD BOUNDARY HYPOTHES SATION
2.1 Introduction

Several studies have been rcported inliteraturein which anumbe: of word
boundary hypothesisation techniques were described. These studies can be broadly
divided into two categories:(i) studies which addressed the role of word boundariesin
improving the performance of a lexica analyser, and (ii) studies which proposed some
clues for word boundary hypothesisation. Most of the reported studies were for
English, though afew other studies also addressed the problem of word boundary
hypothesisation for other languages like German and Japanese. All of these studies
were reviewed in this chapter.

The review is also organised in two sections, with each section containing a
review of the studiesof the above two categories. Initialy, in section 2.2, the studies
which addressed the role of word boundaries in lexical analysis were reported. The
studies on word boundary hypothesisationtechniqueswere reported in the later section
(section 2.3), which isfurther divided into four subsections, with each section reviewing
the role of each of the four knowledge sources, language knowledge, lexical knowledge,
prosodic knowledge, and acoustic-phonetic knowledge. In subsection 2.3.1, application
d language knowledge for word boundary hypothesisation is reviewed. In subsection
2.3.2, word boundary hypothesisation techniques based primarily on the lexical
knowledge are reviewed. In subsection 2.3.3, studieswhich examined the role of
prosodic knowledgein word boundary hypothesisationare reviewed, and in subsection
2.34 word boundary hypothesisation techniques based on the acoustic-phonetic
knowledge are described. Thisorganisation of the studiesis based on the primary clues
used, although, in some studies, clues based on other knowledge sources were aso

used. For example, the Metrical Segmentation Strategy(MSS), described in subsection

12




2.3.3, uses both prosodic and languagefeatures and it was placed under the studies on
prosodic cluesbecause it primarily uses prosodic features.
22 Roleof word boundariesin improving lexical analysis

The main aimin these studiesis to explore the improvement in the
performance of alexical analyser and thereby establish the need for word boundary
hypothesisation. This can be divided into two separate studies, (i) a study in which the
performance o the lexical analyser on an input without word boundariesis estimated,
and (ii) astudy in which the performance o the lexical analyser on an input with word
boundaries is estimated. The results are compared with those of (i) to establish the
necessity of word boundary hypothesisation.

Two studies were reported in literature on the effect of word boundary
ambiguity on lexical analysis. However, these studies, as mentioned later, have
addressed the issues only partially. The first study was conducted at the Centre for
Speech Technology Research(CSTR), Edinburgh [Harrington and Johnstone 1987]. In
this study, the performance o alexicd analyser in the absence of any word boundaries
initsinput was studied. The performance d the lexical analyser was measured in terms
o the number of alternate word strings matching the input sentence. The input to the
lexical analyser was represented in two representations, phonenie and midclass [Dalby,
Laver and Hiller 1986; Harrington and Johnstone 1987}, and the number of alternate
word strings matching a sentence (without any word boundaries) was estimated for
both the representations. A dictionary containing the 4000 most frequent English
words was used. The dictionary was represented internally as a tree-structured
dictionary and a left to right matching strategy similar to the one described in [Cole
and Jakimik 1980] was used. A total of 50 sentences were used in the matching. The

resultsdf the study are in the following:



1 When a midclass representation was used for the input, 32 of the 50 sentences had
more than 10 million alternate word strings matching them. The largest number of
alternate word stringswas 3.25 X 1018 and the average number was8.47 X 1016,

2. When the input was represented in a phonemic form, only 3 of the 50 sentences
matched 10,000 or more alternate word strings. The largest number of alternate word
strings was 66,528 and the average number was 2,491.

The results of this study showed clearly that in the absence of word boundaries
the higher level analysers (syntax and semantic) will have to select the correct sentence
from a large number of alternatives. It can also be seen that even when the input
utterance is correctly converted into phonemes, the absence of word boundary
information leads to many word string alternatives. This problem is further
compounded by the inaccuracies in the speech signal-to-symbol conversion as seen
from the results for the midclass representation. However this study did not address

the following issues:

1 The effect of word boundaries in reducing the number of alternate word sequences

matching an utterance, and
2. The effect of word boundaries in reducing the computation time involved in lexical
analysis.

The second study [Briscoe 1989] addressed the first issue to some extent. In this
study four different lexica match strategies were compared in terms of the number of
alternate word strings produced for a sentence. The strategies considered in this study
are given below:

1 Lexical match was performed at each phoneme. In effect, this means that a word
boundary was assumed after every phoneme. Moreover, knowledge of the previously
successful matches was not used in performing the next match. This assumption is very

unrealistic and practically no speech recognition system uses this.



2. Lexical match was performed at each syllable, which means that a word boundary
was assumed after every syllable.
3. Lexica match wasinitiated at the beginning of the sentence and subsequently at the
conclusion of each successful lexical match. Thisstrategy was used in most speech
recognition systems[Cole and Jakimik 1980].
4. Lexical match wasinitiated at each strong syllable. Thisstrategy was based on the
Metrical. Segmentation Strategy(MSS) suggested for English [Cutler and Carter 1987].
Thus, in this strategy, information regarding word boundaries was used in matching.
The above four lexical match strategies were compared on three types of input
representation of increasing complexity, namely, (a) A sentence represented as a
sequence of phonemes, (b) asentence transcribed such that the strong syllableswere
transcribed exactly whereas the weak syllables were transcribed into their broadclass
categories, and (c) a sentence transcribed such that the strong syllables were
transcribed into their midclass categories and the weak syllables into their broadclass
categories. Thus the above three types of inputs were of increasing complexity. The

results of the study were asfollows:

1 For input type (a), Strategies 1 and 2 produced more matching word sequences than
strategies 3 and 4, as expected.
2. For input types (b) and (c), strategy 1 again produced the highest number of
matching word sequences. But unlike the earlier case, strategy 2 performed better than
strategy 3in that it produced less number of matchingword sequences. Strategy 4
performed best by producing the least number of matching word sequences.

The above results established that knowledge of the word boundaries (even if it
isonly partial asin strategy 2) can improve the performance of the lexical match,

especially when theinput isonly partially known (midclass or broadclassstrings). Of
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particular interest is the performance of strategy 2, in which the word boundaries were
restricted to syllable boundaries (which is not very restrictive), and yet the strategy
outperformed thestrategy 3. Thus thisstudy clearly established the need for word
boundaries. Hewever, this study compared the performances of the lexical analyser for
threeinputs of different complexity, but it did address the following issues:
1. Effect of errorsin the input on the performance of alexical analyser,
2. Effect of word boundaries on the performance of the lexical analyser when there are
errorsin theinput.

Studies were conducted by us to address these issues and they are described
later in chapter 3.
2.3 Techniquesfor word boundary hypothesisation
2.3.1 Word boundary hypothesisation techniques based on language knowledge

Not many studies were reported on the use of language knowledge sources such
as syntax and semantics. However, studies reported in literature which primarily use
some other knowledge source, also make use of language features. The feature used in
many of these studiesistheword frequency, i.e., the relative frequency with which a
word (or a class of words) occursin atext. The reason for thisis simple. Whatever
clues are observed at word level, they can be useful only if the words containing the
clues occur frequently in atext. Otherwise such clues are applicable only occasionaly.
For example, consider the occurrence of the sound nin Hindi. It occurs mostly in
word-final position. Thusthe presence of nin a Hindi sentence can be used to
hypothesise a word boundary. However, the words containing n occur rarely, and hence
the utility of nin hypothesising word boundariesis practically nil.

In our studies, reported later in chapter 4, the word frequency information was
used as a clue to hypothesiseword boundaries.

2.3.2 Word boundary hypotheskation techniques based on lexical knowledge



For English, several studies were carried out, both by linguists and speech
scientists, to identify lexical clueswhich can be used to detect word boundaries
[Shipman and Zue 1982). The clues used were basically constraints on sequences of
phonemes, also known as phonotactic constraints. In one study [Lamel and Zue 1984],
sequences of consonants of the form C* (* indicating a sequence of one or more
consonants) were identified. These sequences were used to hypothesise some o the
word boundaries in several texts. It was also suggested that such clues can also be used
to detect word boundaries at a broadclass level. To identify the exact location of the
word boundary in the consonant string (for example, a two consonant sequence C1C,
can contain a word boundary in three positions; before the sequence, within the
sequence or after the sequence), it was suggested that additional knowledge such as
acoustic-phonetics can be used. Though results on actual texts were not reported, the
number of word boundaries that can be detected by these clues appear to be limited.

A more recent and exhaustive study on the use of the phoneme sequence
constraints was done by Harrington [Harrington, Johnson and Cooper 1987] in which
sequences of the types CV, VC and CV Cwere considered. In this study, all word-
internal sequences a the given type were extracted from a dictionary. Also al possible
sequences that can occur across word boundaries were found by considering all
possible pairings of the words. From these word boundary sequences the word-internal
sequences were removed. Thus the remaining sequences were sequences which occur
only across word boundaries and these sequences were used to hypothesise word
boundaries. It wasfound that nearly 45% of the word boundaries can be detected in an
English text represented in a phonemic form with incorrect hypotheses|ess than 4%.

In alater study [Harrington, Watson and Cooper 1989], the above sequences

were used to hypothesise word boundariesin strings represented using broadclasses. It
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was found that at broadclass level, the applicability of the phoneme sequence
constraints is limited. Results showed that the number of word boundaries detected
were around 2% of the word boundaries in the text with false alarms as high as 22%.
Thus the utility of the phoneme sequence constraints to hypothesise word boundaries
In texts containing speech signal-to-symbol conversion errors appears to be limited.

For Hindi, Ohala[Ohala 1983] gave alist of valid word-internal sequences of
consonants and vowels(C*t and V1) which were called sequential constraints.
However in these, sequences of theform CV, VC and CVC were not considered. But,
Ohala does mention that some sequences such as kyi do not occur in word-internal
position. Asyet no study is reported on the use d these cluesfor detecting word
boundaries in Hindi.

Our studies on the use of the phoneme sequence constraintsin hypothesising
word boundaries are reported in chapter 5.
2.3.3Word boundary hypothesisation techniquesbased on prosodic knowledge

Most of theinitial studies on word boundary detection focussed on the use of
prosody. Many of these were studies on human perception and used listeners to
determine the word boundariesin what was heard. I n one study [Nakatani and Schaffer
1978] it was shown that stress patternsaid listenersin the detection of word
boundaries. I n thisstudy, 'reiterant speech’ was used to eliminate the phonetic
information from a phrase. I n reiterant speech, all syllablesin a phrase are replaced by
nonsense syllables like 'ma’. For example, ‘Mary had a little lamb' became ‘Mama ma
ma mama ma’. The effect of syntax was minimised by using sentences with the same
structureand by restricting the number of syllablesto be replaced to three containing a
noun phrase of an adjective and a noun. For example, the sentence "The remote stream
was perfect for fishing' became'The mama mawas perfect for fishing'. Thus only

prosodic cues were available to the listener. Using several such sentences, listeners



were asked to identify the boundaries between the words in the phrase. The results
showed that the listeners were able to detect many word boundaries better than
chance. An analysis o the results showed that stress and rhythm were the primary cues
used by the listeners to detect worcl boundaries.

Similar studies on the use ad prosodic cues were performed for other languages
also. I n a study on Japanese speech [Nakagawaand Sakai 1979], utterancesof one to
three word sequences of city names and digits was synthesised. When the voiced
segments in the synthesised speech were replaced by sinusoids and the unvoiced
segments by white noise with both pitch and energy unaltered, 95% of the word
boundaries in the sequences were still recognised by the listeners. When either energy
or pitch is modified, the recognition rate dropped to 92%.

In alater study [Lea 1980], an algorithm was developed to detect major
syntactic boundariesin English speech using fall/rise patternsin the pitch contour. The
algorithm looks for substantial decreases in FO (7% or more) followed by an increase
(7% or more). It then marks a boundary at the last of the lowest FO values in the
valley. Application of thisalgorithm on a data of 230 sentences, resulted in locating
nearly 90% of the major syntactic boundaries correctly with false alarm rate between 5
to 10%. In the same study it was suggested that some word boundaries can also be
detected by using durational changes caused by 'prepausal Iengthening'. It was also
suggested that by detecting pauses in speech, which occur as long silences, one can
detect a few word boundaries.

The relation between the prosody and the syntactic structure of a sentence was
also examined in some recent studies. It was shown that boundary tones, which are
distinctive changes in pitch, signal major boundariesin phrases and sentences

[Beckman and Pierrehumbert 1986]. In a recent study, it wasfound that abrupt changes



in speaking rate indicate phrase boundariesin speech [Wightman and Ostendorf 1991].

A technique to detect phrase boundaries using pitch patterns was also reported
[Simodaira and Kimura 1992]. In thisstudy, a set of reference pitch patternswere
obtained initially from atraining data set. For the test data, the pitch pattern was
obtained and it was matched against the stored patterns using dynamic programming.
It was reported that this technique detected nearly 88% of the phrase boundaries
correctly.

Recently, aword boundary detection technique called Metrical Segmentation
Strategy(MSS) [Cutler and Norris 1988] was developed for English based on a
strong/weak classification of the English syllables. It was based on an earlier
observation that many English content words contain strong word initial syllables
[Cutler and Carter 1987]. Thus, in the proposed strategy, a strong syllable was
hypothesised as a word initial syllable. In one study [Harrington, Watson and Cooper
1989], it wasfound that this strategy results in the detection of nearly 47% of the word
boundariesin a text with afalse alarm rate of 33%. In another study using MSS[Cutler
1990], both the weak and strong vowelswere used to hypothesise word boundaries. The
weak vowelswere used as clues for grammatical words while the strong words were
used for content words. It was reported that the strategy correctly detects more than
80% of the content words in an utterance with less than 15% errors.

The use of MSS in human speech perception was also established in a recent
study [Cutler and Butterfield 1991a}. In this study the speakers were informed that the
listeners were having difficulty in finding word boundaries and were asked to produce
deliberately clear speech to aid them. This speech was then analysed to identify the
clues supplied by the speakers to indicate the word boundaries. The results showed
that pause and lengthening of preboundary syllableswere the clues produced by the

speakers. Interestingly, these clues were stronger at word boundaries preceding weak



syllables than at word boundaries preceding strong syllables, indicating that the
speakers are aware of the use of strong syilables to indicate word beginnings. Thus
these findings confirmed the use of strong syllables to detect word boundaries by
humans and validate the use of MSS,

The above studies established that prosodic knowledge can be used to
hypothesise word boundariesin speech. The studies have also identified some prosodic
features, such as pause, duration and pitch(F0), as possible clues to word boundaries.
Our studiesfor Hindi using these prosodic features for word boundary hypothesisation
arereported in chapter 6.

2.3.4 Word boundary hypothesisation techniques based on acoustic-phonetic knowledge

Not many word boundary detection techniques were reported in literature in
which the acoustic-phonetic knowledge was explicitly used. However, two techniques
were reported which used spectral information to detect the word boundaries. Both
operate directly on the speech signal and hypothesise word boundariesin it.

The first technique was developed for application in a connected word
recognition task [Zelenski and Class 1983]. It used an algorithm which was based on
estimation principles. In this the input speech signal was divided into a sequence of
windows. Thesignal in the window was represented by a parameter vector x =
{x1.x9,..X1_}, Where each of the x; represent a speech parameter such as one of the
outputs of a filter bank. The word boundary hypothesisation problem was posed as one
of classifying a given window into one of the two classes: (i) class1 window, containing
aword boundary, and (ii) class2 window, not containing a word boundary. Ideally the
classifier should produce an output z, where z = 1 for window class 1, and z = 0 for

window class 2.

The target value z can be approximated by an estimation d which is computed



by an estimator function E from the parameter vector x. Thusd = E(x). The estimator
was optirnised for minimum mean squared estimation error. Depending on the ,type of
the estimator function E, one would obtain a different performance in the
classification. In the study, two types of estimator functions, linear and quadratic, were
used.

The word boundary detector was first trained on a sample data to obtain the
estimator function E. Then this estimated E was used to hypothesise word boundaries
in other data. The system was tested on a connected digit task. It achieved very good
recognition accuracy (> 90%) with incorrect hypotheses limited to less than 5%.

One important problem with this technique was that the system needs to be
trained for all possible word pairs and hence it is useful only in the context of
connected word recognition where the small vocabularies permit such training.
Moreover, even for small vocabularies, the computation was large, being proportion21
to thevocabulary size.

The second technique [Ukita, Nitta and Watanabe 1986] tried to reduce the
computations involved in training the classifier (or estimating E). In this, the problem
of word boundary hypothesisation was posed as one of hypothesising a variable size
window, that contains a word boundary, based on a measure called 'spectral change'.
The spectral change for aframe i was defined asSC(i) = | xi.q-x 1 / | x | if x; # 0,
and, SC(i) = 0 otherwise, where x; was a parameter vector of the i-th frame, where
each element of the vector corresponds to the output power of one channel of a filter
bank.

Depending on the spectral change computed, a window size was hypothesised.
The hypothesisation was done such that for a small spectral change, the hypothesised
window size waslarge and vice versa. The hypothesised window size indicates that a

word boundary islikely to be present in a window of that size taken around the current



frame. Thistechnique also achieved more than 90% recognition accuracy on a
connected digit recognition task involving sequences of four Japanese digits.

Both the above techniques achieved a recognition accuracy of 90% or more and
recognised many word boundaries. However both the techniques were task and
vocabulary dependent and were tested only on small vocabularies (100 words or less).
Extending them to task independent and large vocabulary continuous speech
recognition will require large training and hence they are not suitable in the context of
continuous speech recognition.

Whiie the above techniqueswere not applicable for word boundary
hypothesisation in continuous speech, they have shown that spectral clues do exist for
hypothesising word boundaries. In our studies, reported in chapter 6, some spectral
features based on the acoustic-phonetic knowledge were used as clues for word
boundary hypothesisation in continuous speech.

2.3.5 Word boundary hypothesisation techniques for Hindi

All of the earlier studies reviewed above were performed for English andina
few cases for German and Japanese languages. In the context of word boundary
hypothesisation for continuous Hindi speech, studies were reported (other than the
ones reported in this thesis) on the use of prosodic knowledge in the form of pitch
variationsto hypothesise word boundaries [Madhukumar 1993; Rajendran and
Y egnanarayana 1994]. The technique is described later in chapter 6 where its

performance is studied and several modifications are made by us to improve its

performance.
24 Summary and Conclusions

Inthischapter areview of the studies conducted on word boundary

hypothesisation and its significance in speech recognition was presented. From these



studies, the following issues are identified for further study:

1. There is a necessity to performstudies on the significance of word boundaries in
improving lexical analysis, especially in the presence of errorsin the input text. In
particular, one needs to perform studies io examine ihe effect f input errorson the
performance of alexical analyser, and how the presence of word boundariesin input
sentences can improve the performance.

2. Almost al of the word boundary hypothesi sation techniques developed are language
specific. Hence, one needs to conduct studies addressing the problem of word

boundary hypothesisationin Hindi speech.

In the succeeding chapters studies addressing these issues were reported.



Chapter 3
SIGNIFICANCE OF WORD BOUNDARIESIN LEXICAL ANALYSS
3.1 Introduction

In thefirst chapter, argumentswere presented to justify tiie need for performing
word boundary hypothesisation before performing lexical analysis. Three reasons were
givenin thisregard: (i) improvement in the lexical matching, (ii) easier handling of
unknown words, and (iii) easy development of speech-to-text conversion systems.
Reasons (ii) and (iii) are self evident. In this chapter, studies are reported establishing
(i), i.e., improvement in lexical analysis due to word boundary hypothesisation.

There are two ways in which the word boundary hypothesisation can affect
lexical analysis: (i) by reducing the number of alternate word strings for a given input
sentence, and (ii) by reducing the computation involved in lexical matching. While
these two are related, their implicationsin the context of speech-to-text conversion are
different. A reduction in the number of alternate word strings means a reduction in the
computations for the later stages of processing, such as syntactic and semantic analyses.
On the other hand, a reduction in the lexical analysis time means a reduction in the
total time for speech recognition. Since lexical analysis constitutes a major part of the
speech recognition task, a reduction in the lexical analysis time can significantly speed
up the overall recognition.

In chapter 2 (section 2.2), two earlier studies on the effect of word boundaries
on lexical analysis were described. These studies established that the knowledge of
word boundaries (even if it isonly partial) can improve the performance of the lexical
analyser, especially when the input isonly partially known (midclass or broadclass
strings) as likely in a speech recognition system. However these studies have not

addressed thefollowing issues in detail:

1 Theeffect of errorsininput symbolson the performance of alexical analyser.



2. The effect of word boundary information on the performance of alexical analyser.

Studies were conducted to address these issues. A lexical analyser was
developed to study its performance for two types of inputs: (i) input sentences without
word boundaries, and (ii) input sentences with word boundaries. The performance of
the lexical analyser was estimated using two measures: (i) the number of alternate
word strings for a given input sentence, and (ii) the time spent on the lexical analysis,
for varying input errors.

In the next section, the lexical analyser used in the studies is described. In
section 3.3, the performance of thelexical analyser without word boundariesin input
sentences is estimated for various input errors. In section 3.4, the performance of the
lexical analyser isestimated for the input sentences with word boundaries. In section
3.5, theresults of the above two studies are compared, and the effect of word
boundaries on lexical analysisis discussed. In these studies it was assumed that al the
word boundariesin the input are correct, which is not realistic. This constraint is
removed in the next study, reported in section 3.6, in which the performance of the
lexical analyser was estimated for varying number of word boundary errors. These
resultsand their implicationsin speech recognition are discussed in section 3.7.

32 Lexical analyser

The lexical analyser matches the input sequence of phonemes representing a
sentence against a prestored lexicon to produce alternate word strings matching the
input. Since the input phoneme sequence may contain errors, approximate string
matching [Hall and Dowling 1980] is used to produce the word strings. Hence one may
obtain several alternate word strings matching the same input phoneme string but at
different matching costs. The cost associated with a word sequence indicates the

amount of its mismatch with the input phoneme sequence. Even for the same cost, one



usualy obtains a large number of alternate word strings.

Thelexical analyser used in our studies works asfollows: It matchesthe input
phoneme sequence starting from the leftmost unmatched phoneme against the lexicon
and finds all matching words. Since the matching is approximarc, even for the same
input phoneme sequence several words may be matched and the words matched may
not exactly correspond to the input. A cost indicating the amount of mismatch between
the input phoneme string and the word matched is associated with each of the
hypothesised words. This cost is obtained from a prestored cost matrix. Thus several
alternate word strings may be matched against the same input phoneme sequence with
varying costs. For each of these alternate word strings, a record is created containing
(i) the word sequence that matched the initial portion of the input sequence, (ii) a
pointer to the input phoneme sequence indicating the next phoneme to be matched
and (iii) the cost of the partial match. These records for the various alternate word
strings are stored in the memory. From these, one record is selected for further

matching. The record structure of an alternative and the lexical match algorithm are

given below.

Alternative = RECORD
matched_string:String;
{Contains the word sequence matching the
initial portion of the input)
input_pointer:integer;
{Contains a pointer to the start of the
unmatched portion of the input)
cost:integer;
{Contains the cost of matching the matched_string

with theinitial portion of the input)
END;

$i) Initially the entire sentence is unmatched. Create an alternative with a null string
or matched_string, inputgointer set to one and zero cost.

(ii) select* an alternative from the memory. Set the unmatched string pointer to the
inputgointer in the aternative.



* This selection can be done in many ways. A common choiceis the least cost alternative.

However, one may sometimes choose the highest cost alternative to reduce memory
reguirements.

(i) Starting from the phoneme pointed by the unmatched string pointer, match the
input phoneme sequcnce with the 'lexicon until a word matching the input sequence is
found. Form a new alternative by attaching theword matched to the matched string,
the input_pointer pointing to the position of the phoneme after the matched word and
the cost set equal to the sum of the old cost and the cost of the current matching.

(iv) If the current alternative contains a word sequence matching the complete input
sequence, output the word sequence, otherwise if the cost of the alternative isless than
a threshold, store the alternative. Note that incomplete word sequences matching a
sentence or alternatives whose costs exceed the threshold are discarded.

(v) Repeat (ii), (iii) and (iv) until no alternatives are left in the memory.

The lexicon used for matching was the Meenakshi Hindi-English
dictionary[Mohan and Kapoor 1989]. It contained nearly 30,000 words. For verbs only
the root form of the verb wasgiven. T o these dictionary words, the words taken from
the sentences used in the studies were added. In total, the lexicon contained about
31,000 words. To facilitate the left-to-right matching stratesy used, the dictionary was
organised as a tree-structured dictionary [Wolf and Woods 1980; Hatazaki and
Watanabe 1986].

A crucial component of thelexical analyser is the cost matrix used in estimating
the cost of a mismatch. The validity of any simulation study on lexical analysis depends
on how accurately the cost matrix reflects the speech signal-to-symbol conversion
errors. The cost matrix used in the lexical analyser is shown in Fig.3.1. The costs were
specified using three values, "high(H)’, 'mid(M)’ and "low(L)’. For example the figure
showsthat the phoneme /a/ hasalow cost to /a:/ and a mid cost to /e:/, meaning that
an acoustic-phonetic analyser would have misrecognised an uttered /a:/ as /a/ with a
higher probability whereas it would have misrecognised an /e:/ as /a/ with a lower

probability. These cost values were given based on the observations of the errorsin the

28



#(H

# (W
4y d) (W
# (W

#(H :uv (W

# (W
# (W
(g 4)

3) (W

# (W

# (W

q)

snv

suv
d)

P)

®)

nuv

b)

#(H
#(H
#(H
# (K
# (W
#(H
#(H

(W

(1

(W
(W
#(H
(W
(1
(W

(W

-sTsATeue TeoTX®] 9yl UT pasn XTIJew 3sOD 1°¢ “B1a

#(1
#(H
(W
(W
(W
(W
(W
(W
(R
(1

(1

(W
(1
(W
(1
(1
(1
(1

# (W

Ss)
s)
s)
s)
)
&)
X)
)
N)
o)
6)

d)
X)
w)
)
)
ey
d)

w)

(T @) (1 pnv

(1
(1
(1
(1
(1
(1
(1
(1
(1
(1
(1
#(1
(1
(1
(1
(1
(1
(1
(1
(1

(1

s)
s)
2)
z)
)
x)
1)
A)
u)
yP)
p)
d)

3)

N)
b)
p)
al
oY)

u)

# (H :cv ( W
# (W
# (KW

#(H
# (0 d) (H
#(H

#(H sov (H

#(H swv (H

#(H
#(H

0 (W
sxv (K sav (1

cuv (W suv (1

#(H

q) (W P) (W
e 0 (W

3) (W ) (1
#(w B) (W
®) W yhk) (1
g o) (W
) ) (W
# (W

#(H

0) (H 1) (KW
:0) (W 1) (W
#(H 1) (H
#(H 1) (H
$#(H n) (H
#(H n) (H
#(W

# (W

) (1

a)
nuv
X)
b)

P)
g
w?)
znv

P)

3)

3)

n)

v)

:0)

(71
(1

(1

(1

(1
(1

(1

I8

(1
(1
(1
(1

(1

(1
(1
(W
(1
(1
(1
(1
(1

(1

Pe T

P

29



speech signal-to-symbol conversion in the V Ol Sspeech-to-text conversion system
[Eswar 1990].

From the cost matrix the cost of substitution for phonemes was estimated in the
following fashion: Let p be the observed phoneme and q be the inatching phoneme.
Then the cost of substituting p by g during the lexical analysiswas given by
Clp,g) = 0,if p=g;

C(p,q) = 1, if the row for p in the cost matrix contains g with a'low' cost;
C(p,q) = 2, if the cost matrix contains'mid’;

C(p,q) = 4, if the cost matrix contains 'high’;

C(p,q) isinfinite; if thereisno entry for g in the row for p.

In Fig.3.2, a small sentence segment, ‘me:ra: na:m ra:m was matched against the
lexicon and the various stages in matching are shown. As seen from the figure, initially
two words me: and me:ra: were hypothesised as matching the initial portion of the
input with zero cost and me:l, me:la: and mai with a cost of one. From these, the lowest
cost alternative me:ra: was selected for further matching, producing the word strings
me:ra: na:, me:ra: na:m With zero cost and me:ra: na, me:ra: nam, me:ra: namr and
me:ra: Mu- with a cost of one. These word strings were then stored back in the memory
and match process was repeated. The figure showsall partial word sequences produced
by the match whose costs were less than or equal to 1. It can be seen that many of the
partial word sequences (for example, the word string me:ra: na:) were eliminated due
to the threshold on the maximum cost (one substitution). Complete word strings

matching with cost less than or equal to the maximum cost are shown highlighted in the

figure along with their cost.
3 3 Lexical analysiswithout word boundaries

Thefirst study on the lexical analyser isto estimate its performance when the

input phoneme string contained no word boundaries. Two parameters were used to



ne: ne: la:n a:mr a
me:ra: ne: la:n a:mr am 10
me:ra: Na ne: la:n am rasm 10
me:ra: na:m e la na

me:ra: na:m ra:m 00 ne: la na:m

ne: ra:m ne: |la. na:m ra:tm 1.9
ne: ra:m & me:ra: na:m |l &

nNe. ra:m am me:ra: na:m la:m 10
Ne: ra:m a:mr me:ra: ha

Ne: ra:m a:mr a me:ra: ham

ne:. ra:m a:mr am 10 ne: ra: nanr

ne: ratm am ra:m 10 me:ra: hanr a

nNe: ra:Na: me:ra: nant am 10
ne: ran me:ra: nam ra:m 10
ne: ran a me:ra: N&

ne. ran am me:1l

ne. ran a:mr me:la:

ne. ran a:mr a: me:la: na:

ne:. ran asmr am 10 me:la: na:nm

ne:. ran am ra:m 10 me:la: na:m ra:m 10
ne. rEn me:1l a

nNe. rEn & me:1l an

nNne. rEn am me:1l a:na:

ne. rEn a:mr me:1l an a

Ne. rEn a:mr & me:1l an am

ne. rEn a:mr am 10 me:l an a:mr

nNe: rEn a:m ra:m 10 me:1l an a:mr &

ne: |a me:1l a:n a:mr am 10
ne: la:n me:l an am ra:m 10
ne:. la:na: me:1l a na.

ne:. la:n a me:1 & na:m

ne: la:n am me:l & na:m ra:m 10
ne: la:n a:mr nai

Fig. 3.2 A sanple output of the |exical analyser. The
figure shows all the word strings which match sone initial
portion of the input phonene string 'me:ra: na:m ra:m'.
Conpl ete word strings with match cost |ess than or equal
to 1 are shown highlighted in the figure.



express the performance, (i) the number of alternateword sequences produced for a
given input phoneme sequence, and (ii) the time spent for matching. The study was
doneintwo parts. Thefirst part isfor the casewhen the input phoneme sequence
contained no errors. Hence only exact matching was used in the dictionary match. The
second part of the study ison the performance of the lexical match when the input was
assumed to contain errors likely in speech signal-to-symbol conversion. Hence
approximate string matching was used in the lexical match.
331 Resultsd lexical analysiswith exact matching

The lexical analyser program was run with an input text containing 100
sentences. The sentences were of varying lengths and on average contained 12 to 13
words. The results of the lexical match were ordered as per the number of alternative
word strings and are shown in Table_3.1.

From the results it can be observed that a large number of sentences (64 out of
100) had less than 10 alternate word sequences. Only a small fraction (3 ont of 100)
had 1000 or more alternate word strings. The average number of alternate word strings
for a sentence was about 120. Three sentences had only a single word string matching
them. The highest number of alternate word strings matching any sentence were 2448.

These resultswere also used to study the effect of the length of the sentence
(both in terms of number of words and number of phonemes) on the number of word
sequences matching the sentence. Table_3.2(a) and Table_3.2(b) show the results of
this study. It can be observed that in general longer sentences have more alternate
word strings matching them. But Iength alone does not determine the number of
alternatives since sentences of samelength still had widely different number of
matching word sequences. For example, in our data three'sentences contained 24

words but the number of word sequences for them were 24,288 and 2488.



No. of

al ternatives 0- 10 10- 100 100-103 >103
No. of
sent ences 64 21 12 3

Table-3.1 Distribution of input sentences in terns of the
nunber of alternate word strings matched. The results are
obt ai ned by perform ng exact nmatching of |exicon with
i nput sentences. Al the word boundaries are renoved from
t he i nput sentences.



e

Length No. of Average no. of
in words Sentences Alternatives
1-5 2 6
5-10 39 7
10-15 34 58
15-20 13 122
20-25 11 311
26-30 1 1536
(a)

Table_3.2 Variation in the Number of matching word sequences with sentence length.
Sentence length is given in words and in 3.2(b)

Length No. of
in phonemes Sentences

Average no.: of
Alternatives

16-30
31-45
46-60
61-75
76-90

> 90

21

32

22

12

12

[&]]

60

138

380

850

it is in phonemes.

(b)

In 3.2(a)




3.3.2 Resultsof lexical analysis with approximate matching

The results of lexical analysis when exact matching was used, show that on the
average 120 word sequences match a given sentence. However this number will
increase if one alowserrors in the input sentence as in a phoneme sequence produced
by a speech signal-to-symbol conversion stage. The errors can be: (i) substitution
errors, where an input phoneme was misrecognised as another phoneme, (ii) insertion
errors, where a new phoneme was inserted in input sequence, and (iii) deletion errors,
where a phoneme was missed out during recognition. In this study, only substitution
errors are considered as these are more frequent and can be characterised easily. Such
errors are handled in the lexical analysis by using approximate matching instead of
exact matching with the lexicon. In the approximate matching, all word strings that
match the input phoneme string within a specified mismatch cost are generated. If the
mismatch cost is larger than the total errors in the input sentence, then the uttered
sentence will also be generated by the lexical analyser. However, many other word
strings may also be produced in this process.

The lexical analyser program was run again with an input text containing 10
sentences. The sentences were of varying lengths and contained between 25 to 45
phonemes. All word boundaries were removed from them. The lexical matching
algorithm described earlier was used to match these sentences against the lexicon. The
maximum mismatch between the input and the hypothesised word string was varied
from 0 to 5. The results, in terms of the number of alternate word strings, are shown in
Table_33.

Since a sentence on the average contained 35 phonemes, a variation in
mismatch from 0 to 5 represented a variation in the input error from 0 to 12%.
However in aspeech recognition system, errorsin the speech signal-to-symbol

conversion may sometimes be aslarge as50%. But the error variation in our studies



Sentence number

Match

cost 1 2 3 4 5 6 7 8 9 10
o 16 4 8 6 6 8 6 7 16 24
1 496 66 108 116 910 254 g4 235 232 726
2 8164 532 1004 1254 838 4088 698 4146 2112 11440
3 92402 3051 7466 9991 6025 45736 4999 51092 15666 126627
4 797820 14242 47570 65127 36837 404437 30246 491676 100389 1201124
5 _ 57218 269140 365111 198673 3006759 159956 _ 574250

Table- 3.3 The no. of alternate word strings matching a
sentence w thout word boundaries when approxi mate matching
is used. Results are shown for 10 sentences at varying
mat chi ng costs.



had to be restricted to the above range as the lexical analyser took several hours of
computation, even for thissmall error.

The results show that the number of alternate word strings for an input sentence
increase rapidly with increase in the mismatch. The number of alternate word strings
was plotted against the mismatch cost for one sentencein Fig.3.3. It can be seen that
the growth is nearly exponential: for example, an increase of one in the mismatch cost,
the number of alternate word strings increased by a factor of 6.

The performance of thelexical analyser was also studied in terms of the time
spent on the lexical analysis. These results are shown in Table-3.4. It can be seen that
the time spent on lexical analysis also increases rapidly with increasein mismatch. A
plot of the time against the mismatch cost for one sentence isshown in Fig.3.4. It can
be seen that the time spent on lexical analysis also increases exponentially with
increasing mismatch.

The above results show clearly that both the number of alternate word strings
matching a sentence and the time spent on matching increase rapidly with increasing
mismatch cost used for matching.

34 Lexical analysis with word boundaries

To estimate the improvement in the performance of the lexical analyser when
the word boundaries are known in the input, the lexical matching algorithm was again
applied on the sentences with all the word boundaries present. Since word boundaries
are known, the lexical match was performed for each word separately to obtain
alternate word strings for each word. The alternatives for the sentence were obtained
by combining these word strings. The results of the lexical match in terms of the
number of alternate word strings for the sentences are shown.in Table_35.

The results show that the number of alternate word stringsfor a sentence il
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Fig. 3.3 Results of lexical analysis on a sentence w thout
word boundaries. The figure shows the nunber of alternate
word sequences matching the sentence at various m smatch
costs. It can be seen that the number grows

exponentially(appears linear in log scale) with respect to
the m smatch cost.



Sentence number

Match

cost 1 2 3 4 5 6 7 8 9 10

0 1 0 1 0 0 ] 0 0 1 2

1 18 3 7 4 3 5 3 1" 13 47

2 238 20 62 36 27 64 16 149 108 674

3 2199 97 408 245 172 602 85 1503 712 6988
4 15936 397 2357 1532 996 4757 420 12261 3980 56712
S _ 1401 11918 Thih 4902 31851 1868 19826

Table- 3.4 The tine spent(in seconds) on |exical analysis
for a sentence without word boundaries. Results are shown
for 10 sentences at varying matchi ng costs.
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Fig. 3.4 Results of lexical analysis on a sentence wi thout
word boundaries. The figure shows the tinme taken (in sec.)
for performng the lexical analysis at various m smatch
costs. It can be seen that the lexical analysis time grows

exponentially(appears |linear in log scale) with respect to
the m smatch cost.



Sentence number

Match

cost 1 2 3 4 5 6 7 8 9 10
0 8 2 8 4 ) 8 ) 6 16 24
1 260 52 108 70 89 210 77 186 208 652
2 4236 376 958 688 790 2807 686 3020 1588 8988

3 46518 1924 6665 5035 5366 26457 4755 34221 10196 86278
4 385640 8012 39092 30293 31072 199992 27509 302713 57362 658932

5 2562330 28775 200327 157550 150542 1286321 136741 - 2217843 285020 4283796

Table_3.5 The no. of alternate word strings matching a
sentence with word boundari es when approxinmate matching is

used. Results are shown for 10 sentences at varying
mat chi ng costs.



increase with increasing mismatch. A plot of the number of alternate word strings
against the mismatch for a sentence is shown in Fig.3.5. It can be seen that the growth
rate in the number of alternateword stringsisstill exponential.

The performance of the lexical analyser was also measured in terms of the time
spent on the lexical analysis. These results are shown in Table_36. It can be seen that
the time spent on lexical analysisis small when the input sentence contained word

boundaries. A plot of the time against the mismatch isshown in Fig.3.6. It can be seen

that the increase in the time spent is also small.
35 Comparison of thelexical analysis results

T o estimate the effect of word boundaries on the performance of the lexical
analyser, the results of the above two studies were compared. From the results of the
previous sections, it can be seen that the number of word sequences matching an input
sentence decreased when word boundaries were present in the input. Thisisillustrated
in Fig.3.7, where the ratio between the number of alternate word strings for the two
cases: (i) when the input sentences had no word boundaries, and (ii) when the input
sentences had all the word boundaries, is plotted against the mismatch cost. It can be
seen that the ratio, which representsthe factor of reduction in the number of alternate
word boundary sequences, increases with increasing mismatch. However, it can also be
seen that the reduction is quite small (about 2.3 at a mismatch of 5). Moreover, the
growth in the ratio is also small, indicating that for small errors, one cannot expect
significant reductionin the number of alternate word strings produced by the lexical
analyser due toword boundaries.

On the other hand, a comparison of the times spent on lexical anaysis shows a
significant improvement when the word boundaries were present in the input. To
illustrate this, the ratio of the lexical analysis times for a sentence for the cases: (i)

when the input sentences had no word boundaries, and (ii) when theinput sentences
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Fig.3.5 Results of |exical analysis on a sentence with word
boundaries. The figure shows the nunmber of alternate word
sequences matching the sentence at various m smatch costs.
It can be seen that the number grows exponentially(appears
linear in log scale) with respect to the m smatch cost.



Sentence number

Match

cost 1 2 3 4 5 6 7 8 9 1c
0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 1 0 1 0 1
2 1 0 1 1 1 2 1 2 1 2
3 2 1 2 2 2 5 2 4 3 4
4 3 1 3 4 3 11 3 7 6 9
5 4 1 5 8 5 22 4 1 9 15

Table 3.6 The time spent(in seconds) on |exical analysis
for a-sentence with _vvord bour]darles. Results are shown for
10 sentences at varying matching costs.
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FHg.3.6 Results of lexical analysis on a sentence with word
boundari es. The figure shows the tine taken (in sec.) for
performng the | exical analysis at various m smatch costs.
It can be seen that the |exical analysis time grows
exponentially (appears linear in log scale) with respect to
the m smatch cost, though it grows nmuch nore sl owly conpared
to that of the sentence when word boundari es are renoved.
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Fig.3.7 A comparison of the number of alternate word
sequences produced for a sentence for the two cases, (i)
sentence w thout word boundaries and (ii) sentence with word
boundaries. In the figure the ratio of the number of
alternate word sequences for a sentence without word
boundaries to the nunber of alternate word sequences for the
sentence with all word boundaries is plotted against the
maxi mum mi smatch cost between the sentence and an
alternative. It can be seen that the ratio grows linearly
with respect to the msmatch cost indicating that the
presence of word boundaries in a sentence reduces the nunber

of alternate word sequences, though the reduction may not be
significant at small m smatches.



had all word boundaries, is plotted against the mismatch cost in Fg.3.8. It can be seen
that the lexical analysistimeis significantly reduced by the presence of the word
boundaries in the input. Moreover, the reduction in the time is nearly exponential
(appears linear in the log scale) indicating that the presence of word boundariesin the
input greatly reducesthe time spent on lexical analysis.

3.6 Lexical analysiswith partial knowledgeof word boundaries

The results reported in the previous sections established the necessity for word
boundary hypothesisation for speech-to-text conversion. However, in these studies
(section 3.4), it was assumed that all word boundaries in the input sentences were
known. However, thisis not a realistic assumption since any word boundary
hypothesisation technique will miss a few word boundaries and also produce a few
incorrect word boundary hypotheses. Hence one needs to study the performance of a
lexical analyser when the input sentences contained varying number of word
boundaries and also contained a few incorrect word boundaries.

Two studies were conducted to estimate the performance of the lexical analyser.
Inthefirst study, it was assumed that only a fraction of the total number of word
boundariesin the input were present. However it was also assumed that all the word
boundary hypotheses were correct. In the second study, even this constraint was
removed and the performance of the lexical analyser was studied for varying
percentages of correct and incorrect word boundary hypotheses.

Theresults of the first study are shown in Table-3.7. The results show the
performance of the lexical analyser, in terms of the time spent on lexical analysis at
various percentages of word boundariesin the input. It can be seen that increasing the
number of word boundaries in input decreases the lexical anaysistime. It can aso be

seen that even if asmall fraction of the word boundaries are known, the lexical analysis
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Fig.3.8 A conparison of the lexical analysis tines for a
sentence for the two cases, (i sentence w t hout word
boundari es and (ii) sentence wth word boundaries. In the
figurethe ratio of the Iexical analysis tinme for a sentence
wi thout word boundaries to the | exical analysis tine for the
sentence with all word boundaries is plotted against the
m smat ch cost between the sentence and an alternative. It
can be seen that the ratio grows exponentially (appears
| inear in Io%]scale) W th respect to the m smatch cost
indicating that the presence of word boundaries in a
sentence significantly reduces the tine taken for | exical

analysis, and the reduction increases rapidly with
I ncreasi ng m snat ch



Sentence number

Watch
cost 1 2 3 4 5 6 7 8 9 10
0 0 0 0 o Y s 0 0 0 0
1 1 0 1 1 0 1 0 1 1 2
2 6 1 2 2 1 3 1 5 5 1"
3 22 2 5 5 4 10 3 19 15 52
4 63 4 10 12 8 28 6 51 42 198
5 151 6 19 27 16 7 10 120 101 651
(a)
Sentence number
Match
cost 1 2 3 4 5 6 7 8 9 10
0 0 0 0 0 0 0 0 0 0 0
1 3 1 1 1 1 2 1 2 2 5
2 24 3 8 6 4 13 5 10 14 40
3 137 9 32 26 18 65 16 52 68 245
4 640 23 109 99 63 290 49 217 283 1263
5 2406 56 315 342 199 1116 133 774 1041 5581

(b)

Table 3.7 The time spent(in seconds) on lexical analysis
for a- sentence with (a) s0%, and (b) 25% word boundari es.

Results are shown for 10 sentences at varying matching
costs.



time reduces considerably from that of knowing no word boundaries. This is also
illustrated in Fig.3.9, where the lexical analysis timesfor the two cases: (i) when the
input sentence had no word boundaries and (ii) when the input sentence had some
word boundaries, was plotted for a sentence against the mismatch cost. The plot shows
the times for the three cases of all word boundaries known (100%), 50% of word
boundaries known and 25% word boundaries known.

To study the effects of incorrect word boundary hypotheses on lexical analysis,
the lexical analyser algorithm was modified. The modification was based on the
following argument. Assume that a sentence has N word boundaries hypothesised in it
of which M are incorrect. Since the lexical analyser has no knowledge of the incorrect
hypotheses, it will have to try out all possible combinations of (N-M) word boundary
hypotheses to ensure that the sentence with the correct word boundaries is also
analysed. For example, consider a sentence wl#w2#w3#w4, which had four words w1,
w2, w3, w4 separated by word boundaries (indicated by #). Now assume that a word
boundary hypothesiser has produced a string wl#w21@w22w3#w4 with three word
boundary hypotheses, where # indicates a correct word boundary and @ indicates an
incorrect word boundary (note the division of w2 into w12 and w22). A lexical analyser
can now produce the correct sentence wl#w2#w3#w4, only if its input is given as
wl#w2w3#w4, or the incorrect word boundary was removed in the input. However,
thereisnoway of identifying which of the threeword boundary hypotheses isincorrect.
Hence the only way to ensure that the lexical analyser receives the input wl#w2w3#w4
isto try out all possible input stringsin which one word boundary isremoved (in this
example they correspond to the strings wil#w2w3#w4, wilwl2@w22w3#w4, and
wl#wl12@w22w3w4). In general, if N word boundary hypotheses are produced of
which M are incorrect, lexical analysisisto be performed on NCN_M possible word

strings, each containing (N-M) word boundary hypotheses.
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Fig.3.9 A conparison of the lexical analysis tines for a
sentence for varying percentages of word boundaries. In the
figure, the lexical analysis tines (in sec.) for a sentence
are plotted against the msnatch cost, for four cases, (i)

t he sentence does not contain any word boundaries(indicated
by . , (ii) the sentence contains 25% of total word
boundaries(indicated by X), (iii) the sentence contains 50%
of the total word boundaries(indicated by *), and (iv) the
sentence contains all word boundaries(indicated by +). It
can be seen that the lexical analysis tines decrease with
I ncreasi ng percentage of word boundaries in the sentence,
and, nore inportantly, the growth rate in the | exical

anakysjs time also decreases with increasing word
boundari es.



T.he above modified lexical analyser algorithm was applied on the 10 input
sentences used in the earlier studies. In the studies, two cases of 25% and 50% errors
in the word boundary hypotheses were used. These incorrect word boundary
hypotheses were randomly placed in the input sentences. The results of the studies are
presented in Table_3.8. The results are shown in terms of the lexica analysis time for
four cases: (i) the word boundary hypotheses contain 25% incorrect hypotheses, and
the correct hypotheses correspond to all word boundariesin the input, (ii) the word
boundary hypotheses contain 50% incorrect hypotheses, and the correct hypotheses
correspond to all word boundaries in the input, (iii) the word boundary hypotheses
contain 25% incorrect hypotheses, and the correct hypotheses correspond to 50% of
the word boundariesin the input, and (iv) the word boundary hypotheses contain 50%
incorrect hypotheses, and the correct hypotheses correspond to 50% of the word
boundariesin theinput. It can be seen that even when 50% of the word boundary
hypotheses are incorrect, the time spent on lexical analysisfor a sentence with word
boundaries issmaller than that of a sentence with no word boundaries hypothesi sed.
Thisisillustrated in Fig.3.10, where the lexica anaysis times for the above four cases
were plotted against the mismatch cost. The plot also contains the lexical anaysis time
when no word boundaries are present. It can be seen that the time for lexical anaysis
when the input sentences contain word boundariesis significantly less than that for the
case when the input has no word boundaries. Moreover the lexical analysis time grows
more rapidly when the input has no word boundaries. Thus these results clearly show
that the presence of word boundariesin theinput, even if there are as many as 50%
incorrect hypotheses, can significantly reduce the lexical analysistime.

37 Summary and Conclusions

In this chapter, we have described our studies on the effect of the word



Sentence number

Match
cost 1 2 3 4 5 6 7 8 9 10

g 1 g 0 0 C 0 [v] 2 0 1

1 6.3 1.7 3.4 2.7 3.9 3.8 2.4 21 3.9 9.8

2 33 4.1 13 8.5 16 15 8.9 169 14 51

3 143 9.4 39 24 55 47 27 1062 42 223

4 508 20 105 60 179 119 69 5362 124 832

5 1432 37 254 145 530 263 160 22343 280 2706
(a)
Sentence number

Match
cost 1 2 3 4 5 6 7 8 9 10

0 2 1 2 2 2 3 1 4 1 3

1 26 17 24 15 17 22 8.2 77 19 49

2 172 63 130 67 83 122 32 659 88 308

3 842 210 570 268 348 568 11 4256 360 1546

4 3355 643 2128 987 1347 2383 347 18781 1361 6318

5 12832 1807 7357 3023 5350 8972 977 _ 3970 24071
(b)

Table 3.8 The | exical

boundari es.

The correct

The tabl e

analysis times (in seconds) for 10
sentences with (a) 25%, and (b) 50% i ncorrect word boundary
hypot heses.

i's conti nued

hypot heses contain all
in the next
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Sentence number

Hatch ‘
cost 1 2 3 4 5 6 7 8 9 10
] 1 s 0 0 Y 0 [ i G 1
1 4.2 1.7 2.2 2.8 1.6 3.1 1.2 8.9 2.9 5.1
2 27 5.3 8.9 13 6.2 15 4.5 76 1" 22
3 140 15 3 58 24 60 15 500 36 81
4 594 41 87 276 74 189 50 2520 95 247
5 2014 95 214 M7 223 538 132 10661 238 666
(c)
Sentence number
Match
cost 1 2 3 4 5 6 7 8 9 10
0 1 0 0 ] 0 0 0 2 0 1
1 21 6.6 25 14 5.9 14 5.4 20 15 48
2 166 24 164 69 30 88 24 154 74 398
3 960 7 838 293 135 449 95 905 287 2762
4 4428 214 3660 1109 668 2269 344 5062 1361 6318
5 18793 612 15220 3976 3589 10842 898 21240 4201

(d)

Table- 3.8 The lexical analysis times (in seconds) for 10
sentences with (c) 25%, and (d) 50% incorrect word boundary

hypot heses. The correct hypotheses contain 50% of total
wor d boundari es.
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Fig.3.10 A conparison of the lexical analysis times for a
sentence for varying percentages of word boundaries and
varyi ng percentage of incorrectly placed word boundaries. In
the figure, the Iexical analysis tinmes (in sec.) for a
sentence are plotted agai nst the m snmatch cost, for four
cases, (i) the sentence contains 100% word boundaries and
25% incorrectly placed word boundaries(indicated by +), (ii)
t he sentence contains 100% word boundari es and 50%
incorrectly placed word boundaries(indicated by =*), (iii)
the sentence contains 50% word boundaries and 25%
incorrectly placed word boundaries(indicated by o ), and,

(iv) the sentence contains 50% word boundaries and 50%
I ncorrectly placed word boundaries(indicated by X). The
| exi cal analysis tinme for the sentence w thout any word
boundaries is al so shown in the figure(in bold). It can be
seen that the presence of incorrectly placed word boundari es
I ncreases the lexical analysis tine. It can al so be seen
t hat even when 50% of the word boundaries are incorrectIY
pl aced, the lexical analysis tine is |l ess than the |exica

analysis time for a sentence w thout any word boundari es.



boundary information on the performance of a lexical analyser. In these studies the
performanceis estimated in terms of: (i) the number of alternate word sequences
produced, and (ii) the time spent on lexical analysis. The resultsclearly establish the
following:

1. Knowledge of the word boundaries can reduce the number of matching word

sequences for an utterance.

2. Time spent on the lexical analysis depends critically on the word boundary
information.
3. Incorrect placement of word boundaries can increase the lexical analysis time, but
even when the 50% o the word boundaries placed are incorrect, there is a significant
saving in the lexical analysistime compared to the case when the input has no word
boundaries.

The results do not show as much an improvement in the number of word
sequences as in the time spent on lexical analysis. But in an earlier study for English
[Briscoe 1989], reported in section 22 o this thesis, it was found that the improvement
in the number of alternativesis also large, which seemsto be at variance with our
results. The reason could be the low error rate used in our studies. In Briscoe's study,
the lexical matching was done at broadclass level, which corresponds to a very large
error rate in the input. Thus, it is possible that if our studies were done for large error
rates, say 50% errors, they also may yield results comparable to the onesin Briscoe's
study. However, at low error rates, the main advantage of word boundary
hypothesi sation seems to be in improving the speed of the lexical analyser.

These results show that the main role of the word boundary hypothesisation in
speech recognition is in reducing the time for lexical analysis. As mentioned earlier in
section 1.1, the time spent on lexical analysisforms a major part of the total time spent

on speech recognition. Thus word boundary hypothesisation can greatly speed up the



speech recognition process. On the other hand, the number of alternate word strings
output by the lexical analyser form the input to the higher level analysers such as syntax
and semantic analysers. Sinceword boundary hypothesisation reduces the number of
alternate word strings by a much smaller factor compared to the reduction in the
lexical analysis time, at least at low input errors, the computational load of the higher

level analysers may not be significantly reduced by the word boundary hypothesisation.



Chapter 4
WORD BOUNDARY CLUESBASED ON THE LANGUAGE KNOWLEDGE
4.1 Introduction

Most of theearlier techiniques for detecting word boundariesin contiruous
speech were based on clues using the acoustic-phonetic, lexical and prosodic
knowledge sources. Language knowledge, such as the syntactic and semantic
knowledge was not explored for word boundary hypothesisation, though, as mentioned
in chapter 2, it was used in an indirect way along with the other knowledge sources.
Thework reported in this chapter concentrates on identifying language clues useful for
word boundary hypothesisation, and applying them in the context of speech recognition
for Hindi. By language clueswe refer to the various higher level linguistic features such
asthe syntactic and the semantic features of the language.

The chapter isorganised asfollows: I n the next section (section 4.2), the
language clues proposed for hypothesising word boundariesare described. I n section
4.3, some issues relating to the application of these cluesin a speech-to-text conversion
system are discussed. Theissues considered related to the type of the input on which
the clues are to be applied and the measures used to estimate the performance of the
clues. The results of word boundary hypothesisation using the language clues are
presented in section 4.4. T o reduce the incorrect hypotheses generated by the language
clues, a few lexical constraints were used to verify the word boundary hypotheses. The
results of word boundary hypothesisation using language clues and the lexical
constraints are described in section 4.5. Finally, in section 4.6, a summary of these

studies isgiven and their implications in the context of speech recognition are
discussed.

4 3 Languagecluesfor word boundary hypothesisation

I'n this section some cluesfor identifying word boundaries are described. The



proposed cluesare based on the observation that in any language some words occur
more frequently than others. Usually these words correspond to the function words of
the language. If one can spot these frequently occurringwordsin atext (or, inthe
symbol string generated by the speech signal-to-symbol converter), then one can detect
many word boundaries. Thusit is proposed to spot the symbol strings corresponding to
the frequently occurring words and hypothesise them to be the words themselves.
However, the symbol strings spotted may not always correspond to the words but may
be part of some other word or words. If the symbol strings occur more frequently as
words than as substrings of other words, then one can hypothesise word boundaries
around the spotted strings with a large confidence. Thus the proposed language clues
are nothing but the symbol strings corresponding to the frequently occurring words.
Hence word boundary hypothesisation using the language clues is equivalent to the
spotting of frequently occurring symbol strings in the input text . In practice, one may
also use other frequently occurring symbol strings which may not necessarily be
completewords (for example, verb endings). Thealgorithm for word boundary

hypothesisation using language clues { Ramana Rao 1989; Ramana Rao and

Y egnanarayana 1991] is given below.

Algorithm 4.1

1. Read the input text until a symbol string corresponding to one of the language clues

isfound, and,

2. Hypothesise word boundaries appropriately for that clue.
3. Repeat 1and 2, till theend of input.

Two criteriawere primarily considered in selecting the language clues: (1) they



should occur frequently, and (2) they should be quite general, i.e., they should occur in
all typesof texts. Under these criteria, case markers and certain other function word
classes like pronouns and conjunctions qualify as language clues. I n addition certain
verb endings and 3 few frequently occurring auxiliary verbs can also be considereci as
language clues. These clues are small in number, and they also have important
syntactic and semantic functions. The case markers function as markers of noun
phrases, indicating their role in the sentence. They occur roughly in proportion to the
noun phrases and hence are quitefrequent. Similarly, verb endings and conjunctions
serve as syntactic markers and they also occur frequently and in all types of texts. Some
of the Hindi language cluesaregivenin Fig.4.1.

One problem with the language clues, especially with the pronouns, is that many
pronouns have morphological variants similar to the pronoun itself. For example, the
pronoun un, has morphological variants unhe: and unho:n. If one uses only un as a
clue, then every occurrence of unhe: in the input text, results in the hypothesisation of
an incorrect word boundary between un and he. To eliminate such errors, all
morphological variants of the language clues must also beincluded in the clues. Hence,
in this study, all morphological variants of the pronouns were included in the language
clues. Thisresulted in alarge number of language clues numbering 124, of which the
pronouns and their morphological variants numbered 77.

Another problem noticed with some of the language cluesis that they also occur
assubstrings of other language clues. For example, the case marker ne: occursasthe
suffix of many verbs in their verbal noun form (for example, karne:, rahne: etc.). If one
hypothesises word boundaries on both sides of ne:, several errorswill occur,
corresponding to the caseswhere ne: is part of averb such as karne:. In this study, these
errorswere taken care of by hypothesising only the boundary occurring after ne.

Problems with clues which are prefixesor substrings of other clues were also accounted



Case Markers:

ka:, ki:, ke:, ko:, ne:, me:n, se:, par

Pronouns:

mai n, ham tu:, tum a:p, vah, yah, ve:, ye:
Conj uncti ons:

aur, ki, le:kin, parantu:
Ver b endi ngs:

ne:, na, ta:, te:

Fig.4.1 Some of the |anguage clues used for word
boundary hypot hesi sati on.



for in asimilar fashion.
43 Issuesin theapplication of languageclues

There are two important issues relating to the application of language clues.
Oneis the input on which these clues are to be applied, and the second is the
estimation of the performance of the clues. In practice, language clues are to be
applied on the symbol string output by a speech signal-to-symbol converter. In absence
of a speech signal-to-symbol converter, one needs to examine the performance of the
clues using texts which contain errorssimilar to those that occur in the speech
signal-to-symbol conversion. To do this, one needsto first identify theerrorslikely in
the signal-to-symbol conversion and then simulate them in a text. Depending on how
well the errors are identified, the performance estimates obtained will reflect the
actual performance dof the cluesin a speech-to-text conversion system. The simulation
of errorsused in thestudies is described in section 4.3.1.

The second issue relates to the estimation of the performance of the language
clues in hypothesising word boundaries. In practice, one can express the performance
interms of the number of word boundaries correctly detected and the number of
incorrect hypotheses generated. However, one would like to express the performance
in terms of measures which reflect the utility of the clue in hypothesising word
boundariesbetter. In thisregard, three measureswere used in our studies. These are
described in section 4.3.2.

4.3.1 Input for the studieson the performance of language clues

As mentioned above, the input used in the studies on estimating the
performance of the language cluesin word boundary hypothesisation isa Hindi text in
which speech-like errors are simulated. The text used in the studies contained 800

sentences with nearly 11,000 word boundaries. The text is represented in phonemic



form.

The above Hindi text was corrupted by introducing errors which are likely to
occur during the speech signal-to-symbol conversion. These errors can be of three
types: (i) substitution errorswhich are duc tothesignal-to-symbol converiei
hypothesising a different phoneme in place o the uttered one (for example, an uttered
k may be misrecognised asat),(ii) deletion errorswhich are due to the signal-to-
symbol converter missing out some phonemes (for example, an uttered r may be missed
out due to its short duration, especially if it occurs along with a vowel), and (iii)
insertion errors which are due to the signal-to-symbol converter hypothesising more
than one phoneme for a single phoneme (for example, an & may be misrecognised as
the phoneme sequence afollowed by i). Of these three types of errors, the insertion
and deletion errors are difficult to characterise and hence in these studies only a few
common ones were simul ated.

The substitution errors are caused by the similarities between the phonemes
which cause a speech signal-to-symbol converter to confuse between them. The
common substitution errors were represented by a similarity matrix which listed out
the various alternatives that may be hypothesised during the signal-to-symbol
conversion for each phoneme along with the probability of such substitution. The
alternativesfor each phoneme and the corresponding probability values were obtained
after studying a large number of utterances with the help of alinguist. The similarity
matrix used in the studiesisshown in Fig.4.2. In the figure, the exact numerical values
for probabilities were not given, instead the similarity between the phonemeswas
specified using three values 'High’(H), "Medium’(M), and *Low’(L). These values are
relative to a phoneme and specify only the relative occurrences of various alternatives
to that phoneme. For example, for the phoneme i, the alternatives are i: with a 'High'

similarity, e: with a'Medium' similarity and u and u: with 'Low' similarities: It means
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that if there are some substitution errorsfori, most of them will be substitutions by i:, a
few by e: and only occasionally by u and w:. Thus the equivalent probability values for
these similarities vary depending or, the phoneme and the number o alternatives. To
amplify the implementation, the number of alternatives for a phoneme was limited to
gx.

As mentioned earlier, afew of the common insertion and deletion errors were
also ssimulated. These errors were derived from our experience with the development
of the speech signal-to-symbol converter module of the VOIS speech recognition
system [Y egnhanarayana etal. 1989; Chandra Sekhar etal. 1990; Eswar 1990]. These
errors described as rules are shown in Fig.4.3.

Using the similarity matrix and the insertion and deletion rules, a program was
developed which produced an incorrect text from a correct text input for a specified
average error. This average error represented the probability of substitution for any
given phoneme. However, in practice, the probability of substitution will not be the
same for all phonemes. Some phonemes are more prone to substitution errors than
others. To take care o this, thefollowing general rule wasadopted: 'The consonants
are more prone to errorsthan vowels. Hence for a specified average error value, the
averageerror for vowelswas kept lower (nearly 20 percent less) than the average error
for the consonant sounds. Using the above simulation program, severa incorrect texts
representing different average error values were generated. These were used as input

to the word boundary hypothesisation algorithm based on the language clues
(Algorithm4.1).

4.3.2 Measures for estimating the performance o language clues
Three measures were used to express the performance of the language cluesin

hypothesising word boundaries. They were, Hit rate, Correctness, and |mprovement.
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Phonenme del etion rules:
(1) A long stop consonant nmay be repl aced by a short one.
Bx:  kk -=> Kk

(2) Any consonant sequence may be m srecogni sed as the | ast consonant in the
sequence.

Ex: kt -—> t
(3) The trill *r* may not be recogni sed due it's short durati on.

(4) The sem vowels may not be recogni sed when they precede any vowel and the
vowel may be replaced by it's | onger version.

Ex:. ya -->a .In

Phonene i nsertion rules:

(1) The dipthongs *ai' and *au' may be m srecogni sed as t he vowel sequences 'a’
followed by 'i' and *a' followed by 'u' respectively.

Fig.4.3 Rules for deletion and insertion of phonenes used for sinulating
speech-like errors in a text.



These measures were defined as follows:

Number of word boundaries found

Hit rate = -
Total number of word boundarics
Number o incorrect hypotheses
COITECINESS = = rrrrrrrrrerrenreireinnininann,
Total number of hypotheses
% word boundaries in the hypotheses
Improvement e

% word boundaries in the input

Thus Hit rate indicates how well the word boundary hypothesiser detects word
boundaries. Correctness indicates the probability that a given word boundary
hypothesisis correct. In other words, it indicates the confidence one can place on the
clues. Improvement is a comparison o the distributions of the word boundaries and
word-internalsin the input and output of the word boundary hypothesiser. If one
imagines the word boundary hypothesiser as a sieve that selects word boundaries from
a mixture of word boundaries and word-internals, the Improvement indicates the
sdlectivity of the sieve. Thus alarge factor of Improvement indicates that the technique
used for word boundary hypothesi sationworks well.

As seen from the above definitionsfor the measures, the performance o aword
boundary hypothesiser is not expressed by a single measure but by a combination of
them. Ideally one needs a large Hit rate to ensure that most word boundaries are
detected, a large Correctness to ensure that the number of incorrect hypotheses are
few and alarge Improvement to reflect the selectivity of the word boundary
hypothesiser. Note that alarge Hit rate and alarge Correctness need not necessarily
mean a large Improvement. For example, if a text contained 100 word boundaries and
25 word-internals, then hypothesising every position as a word boundary will result in a

100% Hit rate and 80% Correctness but in reality it is equivalent to knowing no word



boundaries. Thisis reflected by the Improvement which hasavalue of 1, or, in other
words, there is no improvement.
44 Resultsof word boundary hypothesisation using languageclues

The word boundary hypothesisation algorithm using language clues (Algorithm
4.1) was applied on the Hindi texts containing different percentages of errorsin
phonemes. All word boundaries were removed from them (but sentence boundaries
were preserved) and then word boundarieswere hypothesised using the language clues.
The results of word boundary hypothesisation are described in the following sections.
In section 4.4.1, the results of word boundary hypothesisation for correct input are
described and in section 4.4.2, the results of word boundary hypothesisation for
incorrect input are described.
44.1 Resultsof ward boundary hypothes sation using language clues for correct input

The results of word boundary hypothesisation using language clues on a correct
Hindi text are shown in Table_4.1. The results are shown in terms of the number of
word boundaries detected and the number of correct and incorrect hypotheses. Note
that the number of word boundaries detected and the number of correct hypotheses
differ for some clues. Thisis because of the fact that some word boundaries were
hypothesised by two clues. The results indicate that a large number of the word
boundaries, nearly 67 percent, were hypothesised correctly. Moreover the number of
incorrect hypotheses were also low compared to the number of correct hypotheses. To
illustrate the performance better, the results were also shown using the three measures,
Hit rate, Correctness, and Improvement. It can be seen that a large percentage of the
word boundaries were detected as indicated by the Hit rate of 67% and the confidence
in the hypotheses produced was high asindicated by the high Correctness (about 80

%). It can also be seen that there is a considerable improvement in the distribution of
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Case Conj unc- Pronouns Verb AuX . Adj ectives All

mar ker s tions endi ngs verbs & adver bs cl ues
WBs det ect ed 3907 1114 1581 457 1724 792 7551
Correct hyp 4159 1131 1695 457 1817 896 9990
I ncorrect hyp 732 286 708 162 769 292 2689
Ht rate 39% 11% 16% 4. 6% 17% 8% 76%
Correctness 85% 80% 71% 74% 70% 75% 79%
| mpr ovenent 4.0 3.7 3.25 3.5 3.25 3.4 3.45

Table 4.1 Results of word boundary hypothesisation using |anguage clues on correct
input. The results are shown for each of the classes of clues seperately.



word boundaries and word-internals as shown by the Improvement value of 3.45. Note
that the maximum Improvement possible for the text is 4.7 which corresponds to 100%
Correctnessin the word boundary hypotheses.

The results also show the relative performaince of various groups of clues. It can
be seen that the case markers performed best, with a Hit rate of 39% and a
Correctness of 85%. Pronouns, which are the largest in number, detected only 17% of
the word boundaries and their Correctness isalso lower at 74%.

4.4.2 Resultsof word boundary hypothesisationusing language clues for incorrect input

Once the utility of the language clues in word boundary hypothesisation is
established for correct text input, the next step isto study their utility for input texts
containing errors. The word boundary hypothesisation algorithm was applied on texts
in which speech-like errorswere simulated as described in section 4.3.1. The resultsare
shownin Table_4.2.

From the results, it can be seen that for all clues, the number of word
boundaries detected decrease with increasing error. Thisisillustrated in Fig.4.4, where
the number of word boundariesdetected and the number of correct and incorrect word
boundary hypotheses using the language clues are plotted against input error
percentages. Thisfall in the number of word boundaries detected is expected since
some of the phonemestringsin theinput text corresponding to the clues might have
been corrupted and hence were not spotted. This reduction in the number of word
boundariesdetected can be explained as follows. If the average probability of
substitution (in other words, the average error percentage), for a phonemeisp, and the
length of a clue (in termsof number of phoneme) isL, then the probability that a string
corresponding to a clue isuncorrupted in the input is given by (l-p)L. Assuming that a
clue occurs N timesin the text without errors, the number of timesit will occur inan

incorrect text with an average error probability of pisN x (l-p)L. Hence the total
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X Error in input text X% Error in input text

0 10 20 30 40 50 0 10 20 30 40 50
WBs detected 7551 6764 6018 5298 4617 4124 WBs detected 3907 3470 2971 2670 2242 1980
Correct hyp 9990 8580 7416 6319 5347 4688 Correct hyp 4159 3668 3140 2787 2339 2056
Incorrecthyp 2689 2765 2728 2667 2648 2769 Incorrect hyp 732 766 802 845 859 930
Hit rate 76% 68% 61% 54% 4% 43% Hit rate 3% 35% 30% 2% 23%  20%
Correctness 9% 76%  73% 70% 67% 63% Correctness 85% 83% 80% 77% 73% 6%
Improvement 3.45 3.3 3.20 3.1 3.0 2.8 Improvement 4.0 3.85 3.7 3.6 34 3.2

(a) (b)

X Error in input text X Error in input text

0 10 20 30 40 50 0 10 20 30 40 50
WBs detected 1114 975 880 736 677 582 WBs detected 1581 1328 1109 916 743 611
Correct hyp 1131 990 892 742 683 592 Correct hyp 1695 1401 1161 951 760 628
Incorrect hyp 286 275 250 254 229 237 Incorrect hyp 708 713 712 632 622 621
Hit rate 11% 10% 9% 75% 7% 6% Hit rate 16%  134% 11% 93% 7.6% 6.3%
Correctness 80% 78% 78% 74% 75% 71% Correctness 71% 66%  62% 60% 55% 50%
Improvement 3.7 365 365 345 35 3.3 Improvement 3.25 3.05 2.9 2.8 2.55 2.35
(c) (d)

Table- 4.2 Results of word boundary hypothesisation using |anguage clues on
erroneous input. The above results are for (a) all the clues together, ?b)
case markers, (c) conjunctions, and (d) pronouns. The results are shown for
various input error percentages(0,10,20,30,40 and 50% . The input text
contai ned 10,737 word boundaries and 39,713 word internal positions.




X Error in input text

% Error in input text

0 10 20 30 40 50 0 10 20 30 40 50
WBs detected 457 442 432 425 400 400 WBs detected 1724 1413 1203 974 777 664
Correct hyp 457 442 432 425 400 400 Correct hyp 1817 1478 1242 1002 797 668
Incorrect hyp 162 172 185 185 207 245 Incorrect hyp 769 689 501 546 449 415
Hit rate 4.6% 45 44% 4% 41% 41% Hit rate 1%  14% 12X 10% 8% 6. %%
Correctness 4% 72X 70%  70% 66% 62% Correctness 70% 68X 68% 65% 64% @ 62%
Improvement 35 34 33 33 31 29 Improvement 35 32 32 305 30 3.0

(e) (f)
X Error in input text

0 10 20 30 40 50
WBs detected 792 646 579 452 394 359
Correct hyp 896 720 636 493 421 383
Imorrecthyp 292 343 342 335 360 390
Hit rate 8% 6.5% 5% 46% 4% 3%
Correctness 75% 68% 65% 60% 54%  50%
Improvement 34 3.05 2% 27 245 2.25

(9
Table 4.2 Results of word boundary hypothesisation using |anguage clues on
erroneous input. The above results are for (e) verb endings, (f) auxilliary
verbs and (g) adverbs and adjectives. The results are shown for various
i nput_ error percentages(0,10,20,30,40 and 50% . The input text contained
10, 737 word boundaries and 39,713 word internal positions.
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Fig.4.4 Results of word boundary hypot hesi sati on using
| anguage clues. The clues were applied on a Hi ndi text
cont ai ni ng 10, 737 word boundari es and 39, 713 word i nter nal
B03|t|ons. In the figure, the nunber of correct word

oundary hypotheses(indicated by .), the nunber of detected
wor d boundaries(indicated by *), and t he nunber of incorrect
word boundary hypotheses(indicated by +) are shown at
various input error percentages. Note that the nunber of
correct WB hypot heses and t he nunber of detected wBs differ,

becauFe sone word boundaries were hypot hesi sed by nore than
one cl ue.



number of correct word boundary hypotheses produced by al cluesisgiven by 2. N;.(1-
p)Li. This expected number of word boundaries is compared with the observed |number
of correct word boundary hypotheses in Fig.4.5. The expected and observed number of
word boundaries show a good agreement at low error percentages, upto 10%. But for
higher errors, the number of predicted word boundaries falls off much faster than the
experimental result. This may be due to the fact that many of the language clues are
similar and hence one clue might be transformed to another clue due to the errors. In
such a case, word boundaries will still be hypothesised around the corrupted clue. For
example, the case marker ka:, which was one of the clues used, might become ki: due
to errors. Since ki is also a clue, word boundaries will still be hypothesised around it.
The number of incorrect word boundary hypotheses is also plotted against the
input error in Fg.4.4. It showsadow increase indicating that even at high error values,
the number o incorrect hypothesesdue to the language clues are limited. This can be
explained as follows. An incorrect word boundary hypothesis is generated when some
phoneme string in the input text is misrecognised as the phoneme string of a clue.
There are two ways in which this can happen: (i) when a phoneme string in the text
which is not a clue but is part of another word (or words), is recognised as the string
corresponding to a clue, and (ii) when a word-internal phoneme string which was not a
clue, is transformed into a string corresponding to a clue due to the errorsin the input.
An example of case (i) is the hypothesisation of word boundaries around the phoneme
string ka: in the word kalazka:r. An example o case (ii) is the hypothesisation of word
boundaries around ka: in paka:d which was transformed from the word pakad due to
errors. Case (i) represents the incorrect word boundary hypotheses generated on
correct input and does not vary much with errorsin the input, whereas case (ii)

represents the incorrect hypothesesgenerated due to errorsin theinput and it accounts
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Fig.4.5 A conparison of the predicted and observed correct
wor d boundary hypot heses. The observed correct word boundary
hypot heses are shown by the thick |line, whereas the
predi cted hypot heses are shown by the thin line.



for the increase in the number of incorrect hypotheses asinput errors are increased.
However, the number of phoneme strings similar to the clues and their frequencies of
occurrence are low. Hence the increase in incorrect hypotheses, due to case (ii) above,
issmall and thus the number of incorrect hypotheses shows only a marginal increase
with increasein input errors.

Results of the word boundary hypothesisation are shown in terms of the Hit
rate, Correctness and Improvement in Fig.4.6. Thefigure shows that even at large
errors, the Correctness of the word boundary hypotheses produced by the language
clues, remains high indicating that one can use thelanguage cluesfor word boundary
hypothesisation in a speech-to-text conversion system.

4.4.3 Didribution of subsentencesin the hypotheses produced by the language clues

Another important factor that needsto be studied isthedistribution of the
subsentences (strings of words with no intervening word boundaries) in the output
produced by the word boundary hypothesisation algorithm. If even after word
boundary hypothesisation, there are large subsentences, then the savingsin the lexical
analysis stage may be only marginal. For example, all the word boundaries
hypothesised may occur in only one half of the sentence, leaving the other half of the
sentence to be analysed by the lexical analyser. For example, in the word boundary
hypothesisation algorithm using language clues, two word boundaries were
hypothesised around most of the clues, but the sentence was only halved as both the
boundarieswere close. Hence even if many word boundaries were located using the
language clues, there may still be many large subsentencesleft in the output text. Thus
a high value for Hit rate might not necessarily mean correspondingly large savingsin
lexical search. Hence the distribution of the subsentences with respect to their sizeis
important in improving lexical analysis.

The distributions of the subsentences at five error levels (0, 10, 25, 40 and 50%)
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Fig.4.6 Results of word boundary hypothesisation using
| anguage clues. In the figure, the results are shown in
terms of the Hit rate, Correctness and the Inprovenent. It
can be seen that as the input error percentage increases,
the performance of the clues deteriorates indicated by the
falls inthe Ht rate, Correctness and | nprovenent. However,
it can also be seen that even when the input has 50% errors
in phonemes, the Correctness is still more than 50%,
indicating that the clues can be used on sentences with a
| arge nunber of errors.
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along with the original sentence distribution areshownin Fig.4.7. They indicatea
gradual shift in the distribution towards larger Subsentencesas the errors are increased.
The plot of the average length of subsentences (in terms of number of words) against
input error isshown in Fig.4.8. It also indicates the increase in the length of the
subsentences with increasing errors. However if the errors are small, the distribution is
still biased towards short subsentences and hence significant savings in thelexical
analysis may be obtained at low error levels.

45 Useof lexical constraintsto improvethe performance of languageclues

The above studies have showed the utility of language cluesin detecting word
boundaries. It was also seen that the performance of the language clues deteriorates as
the errorsin the input text increase. To improve the performance of the clues, one can
use additional knowledge, such aslexical constraints, to verify theword boundary
hypotheses produced by the language clues. An example of alexical constraintisthe
rule that very few Hindi wordsend in short vowels. I't was found that more than 90% of
thewordsin alargelexicon (containing 30,000 words) have this property. This
percentageis even higher for the wordsin atext, since most of the frequently occurring
words, like case markersand conjunctionsend in long vowels. Additional constraints
relating to the valid word initial and final consonant sequences can also be used along
with the language clues. The lexical constraints used in our study are obtained from
[Bhatia 1970] and are shownin Fig.4.9.

The lexica constraints were used to eliminate some of the incorrect hypotheses
produced by the language clues. A few of the correct word boundary hypotheses were
also lost in this process. The results of word boundary hypothesisation when lexical
constraintswere used along with the language cluesare givenin Table_4.3. These

resultsin termsof the Hit rate, Correctness and Improvement are also plotted in
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Fig.4.8 A plot of the average length(in words) of the
subsent ences produced by word boundary hypothesisation using
| anguage clues. It can be seen that as the percentage of
input errors increases, the avearage subsentence |length also

increases, indicating a reduction in the performance of the
clues.
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Lc1i: A Hindi word can end either in a long vowel or in a consonant. A few
exceptions | i ke '*na', 'ki' exist.

LC2: nhly certain consonant sequences* can occur at word begi nni ngs.
LC3: Only certain consonant sequences* can occur at word endi ngs.
Lc4: Only certain vowel sequences* can occur at word begi nni ngs.

* for details refer [Bhatia, 1970].

Fig.4.9 Lexical constraints used to verify word boundary hypot heses produced by
| anguage cl ues.




% Error in input text

0 10 20 30 40 50
WBs det ect ed 7077 6210 5364 4616 3952 3452
Correct hyp 9240 7786 6533 5464 4532 3883
I ncorrect hyp 1665 1655 1630 1619 1571 1623
Ht rate 71% 63% 54% 47% 40% 36%
Corr ect ness 85% 82% 80% 77% 74% 71%
| npr ovenent 3.8 3.7 3.6 3.5 3.35 3.2

Table 4.3 Results of word boundary hypot hesi sation using |anguage clues on
erroneous input. The above results are for all the clues together. Lexical
constraints were used for verifying the word boundary hypotheses. eresults
are shown for various input error percentages(0,10,20,30,40 and 50% . The
I nput text contained 10,737 word boundaries and 39,713 word internal

posi tions.



Fig.4.10 along with the results for the case when only language clues were used for
word boundary hypothesisation. It can be seen that the use of lexica constraints along
with language clues results in relatively higher Correctness and a lower Hit rate as
compared to the results when the lexical constraintswere not used. Thus the lexical
constraints may be used in cases when one iswilling to accept alower Hit ratein
return for a higher confidence in the hypotheses.

46 Summary and Conclusions

In this chapter, phoneme strings of the frequently occurring words, such as case
markers, conjunctions and pronouns were proposed as clues for hypothesising word
boundaries. The proposed clues were tested using textsinwhich all word boundaries
were removed. Results showed that they perform well for correct input, detecting
nearly 67% of the word boundaries with Correctness more than 80%. The clues were
also tested using texts containing speech-like errors and it was shown that they work
well even at high input error rates. The performance of the clueswas also studied in
termsof theword boundary distribution in the output text.

However not all language clues performed equally well at word boundary
hypothesisation. It was observed that pronouns and their morphological variants
dominated in terms of numbers (more than 50% of the clues correspond to various
pronouns and their morphological variants) but they were not equally effectivein
producing word boundary hypotheses. Moreover, their Correctness was also lower
compared to other groups, like case markersand conjunctions, indicating that the
pronouns produced more incorrect hypotheses. Hence, one can remove the pronouns
from the language clues and thereby increase the Correctness of the word boundary
hypothesesand also reduce the number of clues to be spotted. However, thiswill result
inadrop in the number of word boundaries detected. Hence, depending on the

application, one can trade off the system performance (in termsof the number of word
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boundaries spotted) against system simplicity and the confidence in the hypotheses
produced. For avery simple system, one can also eliminate the lexical clues used for
verification and perform faster hypothesisation.

Theidead spotting of the frequently occurring words, like function words, can
also be extended to other languages. However, for English, recognition of the function
words in speech is more error prone compared to the recognition of other words. This
isdue to the fact that the function words are more distorted in English speech when
compared to the content words. Hence the proposed approach may not work well for
word boundary hypothesisation in English speech. But for Indian languages there are
no significant differences between recognising function words and other words. Hence
the proposed approach iswell suited for tasks involving speech-to-text conversion in
Indian languages.

Theideaof spotting frequently occurring function words can also be extended
to hypothesise some of the phrase and clause boundaries. This is because, some of the
function words occur at the end of a phrase or a clause. Hence, if such a function word
is spotted in input, then one can hypothesise a phrase/clause boundary after it. We are
trying to exploit thisideain the syntax analyser module of the VOIS speech recognition

system[Prakash, Rarnana Rao and Y egnanarayana 1989].



Chapter 5
WORD BOUNDARY CLUESBASED ON THE LEXICAL KNOWLEDGE
5.1 Introduction

In every language there exist some restrictions on the sequences of phonemes
that can occur within words. These are commonly referred as 'Phonotactic constraints
or as 'Phoneme sequence constraints'. These constraints can often be used to
hypothesise word boundaries in a sentence from which all word boundaries are
removed. For example, the phoneme sequence mgl does not occur word-internally in
English. Hence if a phoneme string representing an utterance contains such a sequence
(for example samglas representing the word sequence, some glass), one can hypothesise
aword boundary within the sequence as mg#l or as m#gl (# indicating the boundary).
Further, one can |ocate the word boundary exactly, since the sequence mg also does
not occur in aword and hence the boundary must lie between m and g as m#gl. Similar
constraints on the word-internal phoneme sequences can also be identified for Hindi,
and used for word boundary hypothesisation. For example, in Hindi, one can
hypothesise a word boundary within the phoneme sequence kzk as it does not occur
within aword. Thusword boundary hypothesisation using the phoneme sequence
constraints involves spotting of phoneme sequences in the input text which are not
word-internal sequences, and hypothesise word boundaries within them. Since these
sequences act as cluesto word boundaries and are obtained using a lexicon, they are
referred as 'lexical clues in our studies.

There are several issues to be considered before extracting the lexical clues
from adictionary. Thefirst one iswith the definition of word itself. The question to be
answered iswhich sequences of phonemes are to be considered words. For example, in
the case of a verb, several inflected forms corresponding to the various tenses exist

though they may not be listed in the lexicon. Similarly some words may be derived
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from other words, such as'nationality’, and 'nationalise’ which are derived from the
word 'nation’. Whether all such words are to be considered for the extraction of the
lexical cluesisan issue to be addressed. Another issue in extracting the lexical clues is
with compound words. A compound word is formed from two or more words as the
word 'afternoon’ formed from the words'after' and 'noon’. Whether a compound word
isto be considered as a single word or as a sequence o several wordsis another issue
to be decided. Problems may also arise due to assimilation of phonemes in speech.
Thus the spoken word may not match the one actually stored in the lexicon which
usualy corresponds to itswritten form.

In our study, these issues were deferred to the lexicon builders. A commonly
used dictionary of Hindi was selected and al entrieslisted in it were treated as words,
be they simple words or compound words. Derived words which were listed in the
dictionary were also considered in the study. But the various inflected forms of the
words which were not listed in the dictionary were ignored. These included most
inflectedforms of verbs and the plural versionsof many nouns. In Hindi, the spoken
and the written forms of the words do not differ much as there is an almost one-to-one
relationship between the Hindi lettersand phonemes. One important difference arising
from the ’a-deletion’[Ohala 19831 was taken care of in our representation of words.

Another issue to be addressed is the type of phoneme sequences to be used for
word boundary hypothesisation. In most of the earlier studies for English, reported in
section 232, the sequences of the form C*, V¥, and CVC (* indicating sequence of
one or more phonemes) are used. In our study, consonant sequences of type C*, vC*,
C*+V and VC*V, and vowel sequences of typeV v’V candcv*Care used

The chapter is organised as follows. | n section 5.2, the extraction of the various

types of lexical clues from the dictionary is described and the word boundary



hypothesisation algorithm using these clues is given. In section 5.3, the results of word
boundary hypothesisation using lexical clues for correct input are presented. As in the
case of language clues, the lexical clues are also to be applied on texts containing
speech-like errors to estimate their performance in a speech-to-text conversion system.
Hence lexical clueswere applied on textsin which some errors were simulated
(described in section 4.3). The results of this are presented in section 5.4. To increase
the number of word boundaries detected by the clues, the clues were increased by
adding infrequently occurring word-internal phoneme sequences. These results are
presented in section 5.5. In section 5.6, the performance of thelexical cluesextracted
from a smaller dictionary is studied. Most of the word boundary hypotheses produced
by the clues contain more than one possible location for the word boundary. Hence
studieswere done on the distribution of word boundaries within the lexical cluesand
the results are presented in section 5.7. Finally, a summary of the studies and their
implicationsisgiven in section 5.8.
52 Lexical cluesfor word boundary hypothesisation

The lexical clues are the phoneme sequences which do not occur within a word.
They were obtained by examining the words in a dictionary and listing the phoneme
sequences that were present in the words. These word-internal phoneme sequences
were then removed from the set of all possible phoneme sequences of that type, to
obtain the clues. For example, to identify all lexical clues of type C*, all consonant
sequences present in the words of a dictionary, were removed from the set of all
possible consonant sequences. Thedictionary used for this purpose is the Meenakshi
Hindi dictionary [Mohan and Kapoor 1989}, which contained nearly 31000 words. It
contained many compound words (nearly 3000) also. However it did not contain any of
the inflected forms of verbs. In this study, some of the infrequent compound words

were deleted and the rest were treated as single words. The resulting reduced



dictionary contained nearly 30000 words.

Oncethelexical clueswereidentified, the following algorithm was used to

hypothesise the word boundaries:

Algorithm 5.1 Word boundary hypothesisation using lexical clues

1. Read theinput text until a phoneme sequence of the required type is observed.

2. Check whether the observed sequence isone of thelexical cluesor not. If it isaclue,
then hypothesise a word boundary within the sequence.

3. Repeat 1 and 2till theend of input.

5.3 Results of word boundary hypothesisation using lexical cluesfor correct input

The above word boundary hypothesisation algorithm was used to hypothesise
word boundaries in a Hindi text described in the section 4.3.1 of thisthesis. The text
did not contain any errors except that all word boundaries were removed from it (but
sentence boundaries preserved). For each type of clue (C*, V* etc.), the above word
boundary hypothesisation algorithm was applied and the results are shown in
Table5.1. The results are shown in terms of the number of word boundaries detected
and the number of correct and incorrect hypotheses and also in terms of the three
measures, Hit rate, Correctness and Improvement.

Oneissue to be remembered with lexical cluesis the uncertainty in the position
intheword boundary. Thisis because of thefact that the clues result in the
identification of a phoneme sequence within which aword boundary is hypothesised.
However, if the sequence islong (for example a sequence of type CVVC), then the
word boundary can be placed at a number of positions within the sequence. Thusthe

lexical clues result in only the approximate location of a word boundary. Thisis



illustrated in our results through the Improvement measure. In this context, the
Improvement can be interpreted as the reduction in the uncertainty of word boundary
position. For example, an Improvement of 2 means that when compared to the case of
unknown word boundaries, the hypotheses produced by the clues arc twice more
certain (or the probability that a hypothesised position corresponds to a word boundary
istwice that of the probability that a randomly chosen position in theinput corresponds

to aword boundary).
5.3.1 Lexical cluesin the form of vowel sequences

In this section, the results of word boundary hypothesisation using the lexical
cluesin the form of vowel sequences are presented. Four types of vowel sequences,
v*, cvt, v Cand CV*Cwere considered in this. The resultsare presented first for
simple vowel sequences of theform V', followed by progressively larger sequences.

(a) Simple vowel sequences of theform V'

The results of word boundary hypothesisation using clues of theformv* are
shown in Table_5.1. It can be seen that about 3.3% of the total word boundaries are
hypothesised correctly. The Correctnessis high at 93% indicating that one can place a
large confidence in the hypotheses.

Since the Hit rate isvery low, theimprovement in the lexical analysis due to the
word boundary hypotheses may only be marginal. One way to improve the Hit rateisto
use additional constraints such as the consonants preceding and succeeding the vowel
sequences. The results for such sequences are given below.

(b) Vowel sequences of theformCV*t andV*C

Thelexical clues of the form CV*t and V1 C were used to hypothesise word
boundaries and the resultsare aso shownin Table_51. Asseen from the table, the Hit
rate increased more than two timesfor both the sequences when compared to the Hit

rate of simple vowel sequences. However, the Correctness decreased for cvt,
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Vowel sequences Consonant sequences

vt cvt vie covte ct wvet ctv  vctv
WBs det ect ed 369 771 900 2163 410 1099 1280 3482
Correct hyp 369 771 900 2163 410 1099 1280 3482
Incorrect hyp 34 108 35 184 26 73 258 628
Hit rate 3.4 7.2 8.4 20.1 3.8 10.2 11.9 32.4
Correct ness 92 88 96 92 94 94 83 85
| mpr ovenent 4.2 2.2 2.5 20 2.9 21 1.9 1. 66

Table- 5.1 Results of word boundary hypothesisation using |exical
clues on a correct input.



whereasfor V¥ C, it increased when compared to that of simple vowe sequences.
(c) Vowel sequences of theformCV*C

Further improvement in Hit rate may be expected if both constraints of
preceding and succeeding consonants were applied simultaneously. However the
Correctness may decrease as longer sequences are more prone to errors.

The results of word boundary hypothesisation using CV* C type of clues are
also shownin Table_5.1. Nearly 20% of the word boundariesin a correct text input are

detected. The Correctness is around 92%, which is greater than the value for CV*

sequences.
5.3.2 Lexical cluesin thef or md consonant sequences

In this section the results of word boundary hypothesisation using the lexical
cluesin the form of consonant sequences are presented. The studies performed are
similar to the ones on sequences of vowels. Four types of consonant sequences, Ct,
vCt, ¢tV and VC*V, were used to hypothesise word boundaries in a correct Hindi
text. The results are presented for C* type of sequencesfirst, followed by progressively
larger consonant sequences involving the preceding and succeeding vowels.

(a) Simple sequences of consonants of theform C*

Theresults are also shown in Table_5.1. It can be observed that nearly 3.9% of
the word boundariesin the text were detected correctly while the Correctness was high
at 93%. However, the Hit rateislow asin the case of simple vowel sequences, and to
improve the Hit rate, one needs to utilise additional constraints like preceding and
succeeding vowels.

(b) Consonant sequences of theform C*V and vC*

The number of word boundaries detected using simple sequences of consonants

islow. Hence to detect more word boundaries, lexical clues of theform C*V and



VC* were considered. It can be observed from Table_5.1 that the Hit rate more than
doubled for both types of sequences as compared to the simple consonant sequences.
The Correctness for sequences of type C*V is however smaller than that of simple
consonant sequences, whereas for sequences of type VCt it is nearly the same,

(c) Consonant sequences of theform VC* Vv

The constraints of the preceding and succeeding vowels on consonant sequences
resulted in an increase in the number of word boundaries detected. By applying both
the constraints together in the form of sequences of type VC* V, one can increase the
Hit ratefurther. The results of word boundary hypothesisation for these clues are
shown in Table_5.1. It can be seen that the Hit rate increased to 32%. The number of
errors also increased though the Correctness at 85% is same as the value for the Ct Vv
type of sequences.

I n the above, it was observed that the sequences of typesCV*C and VCtV
detected the maximum number of word boundaries. One can further increase the
number of word boundaries detected by applying these two types of cluestogether. The
results for these clues together are also shown in Table.5.1. It can be seen that nearly
50% of the word boundaries were detected with a Correctness of 87%.
5.3.3Errorsin word boundary hypotheses produced by lexical clues
(a) Vowel sequences(Vt,cv*, vtCand CV*C)

Most of the errors in the word boundary hypotheses produced using constraints
on vowel sequences were due to plural words. For example, the vowel sequence a-o:
did not occur in any word in the dictionary, and hence it was used as a clue to
hypothesise word boundaries. However this sequence occurs within the plural forms of
many words such as theword lata:. One of the plural forms of thisword is lata:o:n
containing the vowel sequence a:o:. Since this is not a word-internal sequence derived

from the dictionary, aword boundary will be hypothesised between a and o: resulting



in an error. Similarly, the vowel sequenceao: isitself a word, corresponding to one of
the inflected forms of the verb a:. In this case also, a word boundary was wrongly
hypothesised betweena and o:. | n these studies, it was observed that nearly 75% of the
errors in the word boundary hypotheses from the lexical clues of the form Vvt were
from this single sequence a:o:. Most of the remaining errors wete due to compound
words except for afew which were due to foreign words, mainly English words.

(b) Consonant sequences (Ct, VCt,CtV and VC*V)

The errorsin the word boundary hypotheses produced using constraints on the
consonant sequenceswere dominated by the inflected words. Though a few other
errors also occurred due to compound words, more than 60% of the errorswere due to
inflections. For example, verbswere represented in the dictionary using their root
forms only. However, the input text contained many inflected forms of verbs which
were produced from the root forms by appending appropriate sequences of consonants
and vowels. For example, consider the verb Samajhna. One of the inflected forms for
thisverb is Samaf'te: containing a consonant sequence jht which did not occur in any
word in the dictionary. Hence a word boundary was hypothesised betweenjh andtin
the word Sama]"te: resulting inan error. Similarly the noun uddandta: is derived from
the word udd®andand it was not present in the dictionary. The sequence ndt did not
occur in any word in the dictionary and hence a word boundary was wrongly
hypothesised within the sequence ndt in udd"andta:.

The above results show that most of the errorsin the word boundary hypotheses
produced by lexical clues are due to the derived words like plural forms, or verb
inflections. Thus one can minimise these incorrect hypotheses by including all derived
words in the dictionary. However, it is not easy to find all possible words which can be

derived from the wordsin the dictionary. Moreover, as observed in our studies, the



percentage of incorrect hypotheses issmall (as shown by the large Correctness values)
and hence in our studies no derived words (other than the words which were present in
the dictionary) were considered in extracting the lexical clues.

54 Performanceof thelexical cluesfor incorrect input

The results of the previous section show that the lexical clues in the form of
phoneme sequence constraints are useful to detect word boundaries in a correct input.
However, in the context of speech recognition, theinput to the word boundary
hypothesiser produced by the speech signal-to-symbol conversion usually contains
errors. Henceit is necessary to study the performance of thelexical cluesin
hypothesising word boundariesfor an input text containing errorssimilar to those
occurring in a speech-to-text conversion system.

Theword boundary hypothesiser algorithm was applied on texts in which errors
likely in speech to symbol conversion were simulated. The simulation of the errors was
as described earlier in section 4.3.1. The results of the word boundary hypothesisation
for thevarious types of sequences at different percentages of errors are shownin
Table_5.2. Theresultsshow the number of word boundaries detected, the number of
correct and incorrect hypotheses, the Hit rate, Correctness and | mprovement for
varying error rates.

The results show that the longer sequences (CV*C and VC* V) produced a
larger number of incorrect hypotheses as compared to the shorter ones (V* and C*).
Also sequences containing a V C seem to be less error prone than sequences containing
a CV. Thus sequences of type V*t C have a larger Correctness than sequences of type
CV? for the sameinput error. Similarly VC* sequences have a larger Correctness
compared to C* V sequences though in this case the differenceis much less.

Results are also shown in graphical formin Fig.5.1 and Fig.5.2.. InFig.5.1, the

number of word boundaries detected and the number of incorrect word boundary
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X Error in input text

X Error in input text
0 10 20 30 40 50

WBs detected
Correct hyp
Incorrect hyp
Hit rate
Correctness

Improvement

900 929 957 984 1041 1074
900 929 957 984 1041 1074
35 64 87 115 133 189
8.4% 86% 89% 9.1% 97% 10%
96%  94%  92%  90% 89% 85%

25 2.4 2.3 2.2, 22 2.1

(b)

X Error in input text
0 10 20 30 40 50

WBs detected
Correct hyp
Incorrect hyp
Hit rate
Correctness

Improvement

2163 2239 2307 2421 2508 2571
2163 2239 2307 2421 2508 2571
184 395 679 910 1140 1384
20.1% 20.8% 21.5% 225% 23.3% 23.9%
92% 85% 77X 73%  69% 65%

2.0 1.9 1.8 1.7 1.7 1.6

0 10 20 30 40 50
WBs detected 369 380 379 395 413 410
Correct hyp 369 380 379 395 413 410
Incorrect hyp 34 66 96 130 166 201
Hit rate 34% 35% 35% 37% 38% 3.8%
Correctness 92% 85%  80% 75% 71% 67%
Improvement 4.2 3.8 3.4 31 2.9 2.7
(a)
X Error in input text
0 10 20 30 40 50
WBs detected 771 772 783 813 821 798
Correct hyp 771 772 783 813 821 798
Incorrect hyp 108 166 233 302 383 467
Hit rate 72% 72% 73% 7.6% 7.6% 7.4%
Correctness 88% 83%  T7T% 73%  68% 63%
[mprovement 2.2 21 1.9 1.8 1.7 1.6
(c)
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X Error in input text %X Error in input text

0 10 20 30 40 50 0 10 20 30 40 50
WBs detected 410 445 460 487 518 562 WBs detected 1280 1326 1372 1379 1376 1423
Correct hyp 410 445 460 487 518 562 Correct hyp 1280 1326 1372 1379 1376 1423
Incorrect hyp 26 72 119 146 184 202 Incorrecthyp 258 366 454 520 586 661
Hit rate 38% 4.1% 43% 45% 4.8% 52% Hit rate 11.9% 12.3% 12.8% 12.8% 12.8% 13.2%
Correctness 94% 86% 79% 77X 74% 73% Correctness 83% 78X 75% 73% 70% 68%
Improvement 2.9 2.7 2.6 2.6 2.5 25 Improvement 1.9 1.8 1.8 1.7 1.7 1.65

(e) f)

X Error in input text X Error in input text

0 10 20 30 40 50 0 10 20 30 40 50
WBs detected 1099 1194 1249 1303 1386 1400 WBs detected 3482 3483 3556 3552 3505 3485
Correct hyp 1099 1194 1249 1303 1386 1400 Correct hyp 3482 3483 3556 3552 3505 3485
Incorrect hyp 73 178 284 407 468 534 Incorrecthyp 628 852 995 1173 1306 1479
Hit rate 10.2% 11.1% 11.6% 12.1% 12.9% 13.0% Hit rate 32.1% 32.3% 33.1% 33.0% 32.6% 32.4%
Correctness 94% 87% 81% 76% 75% 2% Correctness 85% 80% 78% 75% 73% 70%
Improvement 2.1 2.0 1.9 1.8 1.8 1.7 Improvement 1.7 1.6 15 15 15 14
(9) ¢h)

Table 5.2 Results of word boundary hypothesisation using lexical cluyes on
erroneous input. The above results "are for clues of types (e) C', (f) CV, (9)
vc® and (h) VC'V. The results are shown f or various input error
Bercent_ages(o,10,20,30,40 and 50%. The input text contained 10,737 word
oundaries and 39,713 word i nternal positions.



% Error in input text

0 10 20 30 40 50
WBs detected 5400 5486 5623 5739 5801 5845
Correct hyp 5400 5486 5623 5739 5801 5845
Incorrect hyp 812 1247 1664 2083 2446 2863
Hit rate 50% 51% 52% 53% 54% 54%
Correctness 87X 81% 77/% 73X 0% 67X
Improvement 1.8 1.7 1.6 1.6 1.5 15

(i)

Table_5.2 Results of word boundary
hypothesisation wusing |exical clues on
erroneous input. The above results in
(i) are for sequences of type VC'V and
CV™C together. The results are shown
for various i nput error
percentages(0,10,20,30,40 and 50%. The
input text contained 10,737 word
boundaries and 39,713 word internal
posi tions.
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Fig.5.1 Results of word boundary hypothesi sation using
| exi cal clues. The clues were applied on a Hi ndi text
cont ai ni ng 10, 737 word boundari es and 39, 713 word i nter nal
positions. In the figure, the nunber of detected word
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boundari es renai ns constant.
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hypotheses produced by the lexical clues of types CV*C and VC*V together, are
plotted against the input error. It can be seen that the number of word boundaries
detected remains practically constant, whereas the number of incorrect word boundary
hypotheses increases steadily. In Fig.5.2, these results are shown in terms of the Hit
rate, Correctness and Improvement. It can be seen that the Hit rate remains constant,
whereas the Correctness and the Improvement decrease with increasing input error
percentage. Similar results are observed for other types of clues also with minor
variations. In general, it can be seen that for vowel sequences(V*,CvV*, v*C, and
CV *C) the Hit rate remains practically constant whereas for the consonant sequences
(c*,VC*,ctVand VC*V) it showsa marginal increase.

Thisvariationinthe number of word boundary hypothesisation errorsand the
number of detected word boundaries with input error can be predicted as described in
the following subsection:

5.4.1 Estimation of the number of word boundariesdetected and the number of errors

Let Sbetheset of word-internal phoneme sequences (of vowelssay) and S be
the complement of S, i.e., S isthe set of the lexical clues or the phoneme sequences
that occur only across a word boundary. Now consider an input text containing a word-
internal phoneme sequencex, i.e., x isa member of S. Due to errorsin the speech to
symbol conversion (in our case due to the simulated errors) this sequence x may be
misrecognised as another sequencey. In other words, in the input to the word
boundary hypothesiser, y occursin place of x. Now if y happens to be a member of S,
then aword boundary would be hypothesised withiny resulting in an error. Hence one
can estimate the word boundary hypothesisation errors for any input error percentage
by estimating the probability that a word-internal sequence x is transformed into

nonword-internal sequencey due to the errorsin the speech signal-to-symbol



conversion .

Assume that p is the probability that a phoneme is misrecognised, i.e., pisthe
average phoneme error rate in the input text. Consider the sequence x to be of length
L. Now the probability that xis unaffected by the input errorsisgiven by (1-p)L. Hence
the probability that x is transformed into some other sequencey isgiven by 1-(l-p)L(=
P, say) . Now the probability that the sequence x is transformed into a nonword-
internal sequencey isgiven by P, multiplied by the probability that the sequencey
belongsto the set S( = P(yé 8) ). Henceif one can estimate P(y € S), then onecan
estimate the number of errorsin the word boundary hypothesisation.

The estimation of P(y € S) isdifficult and it usually depends on the sequence x.
One can, however, make some simplifying assumptions and estimate it for those cases.
One simple assumption madewasthat the transformed string y isequally likely to
belong to Sor S, which holds good if the word-.internal sequences were randomly
distributed. ThusP(y & S) isproportional to the size of S and isgiven by
[S|/(]S|+|S]|) where |S| stands for the size of S. Hence the probability that a
seguence x is transformed into a nonword-internal sequencey is given by (l-(l-p)L) *
|SI1/(|S|*|S]). The number of word boundary hypothesisation errors is given by the
number of word-internal sequences in the input text multiplied by the above
probability.

One factor that was neglected in our estimation is the effect of the inherent
errors, i.e., the incorrect hypotheses produced even with a correct input. These are
nothing but the word-internal sequences in the input text which do not appear in any
word in the dictionary. These are neglected in the above formula. However, if they are
large in number, then their effect will also have to be considered. They will contribute
to the incorrect hypotheses in two ways. (i) these sequences may remain unaffected by

any input errors and thus continue to produce wrong hypotheses or (ii) they may get



transformed into other nonword-internal sequences and thus produce incorrect
hypotheses. Suppose N represents the word boundary hypothesisation errors for zero
input error. Then the contribution of the first part is nothing but Ng multiplied by the
probability that the sequences did not change during the simulation, i.e., Ng * (1-p)L.
The second part's contribution is N * (1-(1-p)L) * |S|/(|S| +|S]). However for most
forms of lexical clues, the number of inherent errors were small, especially for the
casesdf simplevowd and consonant sequences. Hence they can be neglected.

As seen from the formula, the number of incorrect word boundary hypotheses
depends on the average error rate and the length of the sequence. Using the formula,
the number of incorrect hypotheses for simple vowel and consonant sequences (V *
and C*) were estimated and are shown in Table_5.3(a), where they are compared with
the observed number of incorrect hypotheses. The comparison of the predicted and the
observed number of incorrect word boundary hypotheses for the simple sequences of
vowels and consonants is also shown in graphical formin Fg.5.3.

It can be seen from the figure, that there is a good agreement between the
predicted and observed numbers of incorrect hypotheses, for vowel sequences.
However, the observed and predicted incorrect hypotheses for the consonant
sequences differ significantly (almost by a factor of 3). The reason for this may be due
to the similarities between the word-internal consonant sequences because such
similarities cause many of the word-internal sequences to map again onto other word-
internal sequences. Obvioudy in such a case, the factor P(y ¢ s) in the formulawill be
much smaller than what was assumed. Hence the observed number of incorrect word
boundary hypotheseswill be less than the predicted number. However the growth rate
of the number of incorrect hypotheses with respect to errorsin the input, should be

quitesimilar. Thisis because the growth factor (1-(1-p)L) isindependent of P(y ¢ S)



Sequence % Error in input

Type 0 10 2C 30 40 50
vt L 71 106 124 162 185
(33) (66) (94) (130)  (166)  (201)
ct L 192 324 479 594 694
(26) (72) (119)  (146)  (184)  (202)
(a)
Sequence <-- % Error in input -->
Type 0 10 20 30 40 50
vt L 1.00 1.49 1.75 2.28 2.60
— (1.00) (1.42) (1.97) (2.51)
(3.04)
ct L 1.00 1.69 2.49 3.09 3.61
_ (1.00) (1.65) (2.03) (2.56)
(2.81) ,

(b)

Table-5.3 A comparison of the Predicted and Observed
word boundary errors for simple sequences of vowels and
consonants(vt and c¢*). 5.3 (a) shows the number of
erroneous hypotheses at various input errors. 5.3 (b)
shows the growth rates for the predicted and observed
errors. The observed word boundary errors and their
growth rate are shown in parentheses. The growth rate
Is defined as the ratio between the number of errors
and the number of errors at an input error of 10%.
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Fig.5.3 A conparison of the observed number of incorrect
word boundary hypotheses(indicated by the thick |ine) and
t he predicted nunmber of incorrect hypotheses(indicated hy
the thin line) at various input error percentages, for the
two cases of sinple vowel sequences(V') and sinple consonant
sequences(C'). It can be seen that there is a good agreenent
for vt type of sequences whereas for c* type of sequences
t he agreement is poor.



(assuming that P(y ¢ S) does not depend on p). Hence if one normalises the number of
wrong hypotheses with respect to the number of wrong hypotheses at 10% error say,
then the resulting values should be the same for the predicted and observed
hypotheses. This is shown in Table_S.3(b} which shows a good agreement between the
predicted and observed values.

The number of word boundaries detected by the lexical clues can also be
estimated on similar lines. However, a qualitative assessment will serve the purpose in
this case as the observed changesin the number of detected word boundariesfor all
sequences are small. The number of correctly detected word boundaries is affected in
two ways by an increase in the input error:(i) The number will decrease due to some of
the nonword-internal phoneme sequences containing word boundaries getting
transformed to word-internal sequences, and, thereby become undetected, and (ii) The
number will increase due to some of the sequences corresponding to the word-internal
sequences and containing word boundaries getting transformed to nonword-internal
sequences thereby getting detected. The expressionsfor both these factors are similar
and depend roughly on the relative sizes of the sets of word-internal and nonword-
internal phoneme sequences and also on the actual number of word-internal and
nonword-internal sequences containing word boundaries present in the input. If these
are of the same order, then the Hit rate will not change significantly.

55 Effect of adding infrequent wor d-inter nal phoneme sequencesto the lexical clues

It was observed during the extraction of the word-internal phoneme sequences
from the lexicon that many of the phoneme sequences occur only once or twice. Hence
it was decided to include these infrequent word-internal phoneme sequences in the
lexical cluesand study the corresponding effect on the word boundary hypothesi sation.
It is likely that the number of word boundaries detected will increase since those word

boundaries spanned by the newly added clues will now be detected. However the
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number of incorrect hypotheseswill also increase since these clues occurring in word-
internal position will cause errors.

The results of word boundary hypothesisation using the new lexical clues (of
types CV* C and VC* V together) are shown in Table_5.4 for variousinput error
percentages. The lexical clues included al word boundary phoneme sequences which
occurred in only oneword in the dictionary. As predicted, the number of word
boundaries detected and also the number of incorrect word boundary hypotheses
increased compared to the earlier ones (shown in Table_5.2). An examination of the
incorrect hypotheses showed that the increase was due to the addition of one or two
sequences to the clues, i.e., those sequences which occur in one or two words in the
dictionary but the words occur frequently in the text. For example, the sequence ae:
occurred in only two wordsin the dictionary but the word gae: containing the sequence,
occurred several timesin the text and all these occurrences resulted in incorrect
hypotheses.

The results are also shown in terms of the Hit rate, Correctness and
Improvement. It can be seen that while the Hit rate increased, thereisasmall drop in
the Correctness and Improvement, indicating that the overall performance o the clues
deteriorated. Thisisillustrated in Fig.5.4, wheretheHit rate, Correctness and the
Improvement using the new lexical cluesare compared against the Hit rate,
Correctness and Improvement obtained using lexical clueswhich did not contain any
word-internal sequences.

From the above, one can conclude that the number of word boundaries
detected can be increased by adding the infrequent word-internal phoneme sequences
tothelexical clues. However to control the number of incorrect hypotheses, their

addition may have to be done selectively considering not only the frequency of



% Error in input text

0 10 20 30 40 50
WBs det ect ed 7678 7676 7749 7825 7883 7894
Correct hyp 7678 7676 7749 7825 7883 7894
I ncorrect hyp 1914 2479 2950 3497 3861 4.323
Ht rate 72% 72% 72% 73% 73% 74%
Correct ness 80% 76% 72% 69% 67% 65%
| npr ovenent 1.7 1.65 1.6 1.55 15 1.4

Table_5.4 Results of word boundary hypothesisation using |exical clues
containing some infregent word internal phoneme sequences on erroneous
input. The above results are for consonant sequences of type vctv and cvtc
t oget her. The results are shown for various input error
percentages(0,10,20,30,40 and 50%. The input text contained 10,737 word
boundaries and 39,713 word internal positions.
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Fig.5.4 A conparison of the performances of the |exical
clues for the cases, (i) when |exical clues contained no
word internal sequences (indicated by thin line in the
fifgure), and (ii) when lexical clues contai ned sone
I nfrequent word internal sequences (indicated by thick |ine
inthe figure). The results are conpared in terns of the Ht
rate, Correctness and the Inprovenent. It can be seen that
the addition of infrequent word internal sequences increases
the Ht rate significantly, with only a margi nal reduction
in the Correctness.
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occurrence of the sequence but also the frequency of occurrence of the words

containing the sequence.
56 Lexical cluesfrom a small dictionary

The results of the previous section showed that Hit rate can be increased by
increasing the number of lexical clues. However, to minimise the increase in the
number of incorrect hypotheses, one needs to carefully choose the clues. Oneway of
doing this, isto use a small dictionary which contains all frequently occurring words
and extract lexical cluesfromit. Clues can be extracted in this fashion, especiadly if the
speech recognition system containing theword boundary hypothesiser usesonly a
limited vocabulary (about 1000 words).

To study the performance of the lexical clues extracted from a small dictionary,
a dictionary of about 2500 words containing frequently occurring Hindi words was
used. Thedictionary also included all thewordsthat appeared in theinput text
including many inflected words. Thelexical clueswere extracted using the dictionary
and they were used to hypothesise word boundaries. Results of the word boundary
hypothesisation using clues of types CV*tC and VC* V for variousinput error
percentagesare shown in Table_5.5.

The results show that the number of word boundaries detected increased as
predicted. However, the number of errors also increased and the Correctness remained
almost the same. The results are shown in terms of the Hit rate, Correctness and
Improvement in Fig.5.5, where they are compared against the results obtained using
lexical cluesextracted from alarge dictionary.

These results can be predicted based on the formula developed in the earlier
section (section 5.4.1). Theformulafor the number of errorsisgivenby N * P(y € S) *
1 - (1-p)L), where N representsthe total number of word-internal phoneme sequences

in the text. When a small dictionary is used, the number of word-internal sequences
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% BError in input text

0 10 20 30 40 50
WBs det ect ed 8399 8360 8358 8347 8331 8322
Correct hyp 8399 8360 8358 8347 8331 8322
I ncorrect hyp 0 1713 3087 4162 5107 6029
Ht rate 78% 78% 78% 78% 78% ~ T7T%
Cor r ect ness 100% 83% 73% 66% 62% 58%
| npr overnrent 4.7 1.8 1.6 1.6 1.5 1.45

Table 5.5 Results of word boundary hypot hesi sati on using |exical clues
extracted using a small dictionary of 2500 words on Lerroneous i nput. The
above results are for consonant sequences of type VvC *v and cv*c together.

The results are shown for various input error percentages(0,10,20,30,40 and
509 . The input text contained 10,737 word boundari es and 39,713 wor d

i nternal positions.
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Fig.55 A conparison of the performances of the |exical
clues for the cases, (i) when lexical clues are extracted
froma large dictionary of 30,000 words (i ndicated by thin
line in the figure), and (ii) when lexical clues are
extracted using a snall dictionary of 2,500 words (i ndi cated
by thick line in the figure). The results are conpared in
terns of the Ht rate, Correctness and the I nprovenent. It
can be seen that the clues extracted using a small
dictionary have a larger Ht rate but a snaller Correctness.



will be smaller and hence § and P(y € S) will be larger than the case for a large
dictionary. Hence the number of errorsin word boundary hypotheses will also be more
though the growth may be the same.
5.7 Locatingword boundariesfrom the hypothesesproduced by thelexical clues

So far, results were presented to show that lexical cluesin theform of phoneme
sequence constraints can be used to hypothesise the presence of aword boundary
within a sequence of phonemes. However, the exact location of the word boundary
within the sequence was not identified. In some cases it may be possible to precisely
locate theword boundary due to other constraints. For example, in the sequence ktk
which was one of thelexical clues, one can place the word boundary as k#tk or as kt#k,
# indicating the word boundary. However tk is not a valid word initial consonant
sequence and hence the word boundary can be exactly placed as kt#k. However such
constraints are available only in a few cases. For a majority of the clues, location of the
word boundary will not be possiblefrom the lexical constraints alone. However, it is
possible that an examination of the distribution of the word boundaries within the
hypothesised sequences may provide some clues to locate the word boundary. Hence it

was decided to study the distribution of word boundaries within the hypothesised

sequences.
(a) Simple sequences of vowels (V1)

Most of the hypotheses produced using constraints on simple vowel sequences
involve two vowels only. Hence in this case it was possible to locate the word boundary
precisely. In about 10% of the hypotheses, vowel sequences containing three vowels
occurred, and hence in these cases it was not be possible to locate the word boundary
exactly.

(b) Simple consonant sequences (C*)



Unlike the case of simple vowel sequences, most of the word boundary
hypotheses produced by the constraints on sequences of copsonants involve three or
more consonants. Only about one-third of the hypotheses involve two consonants and
only in these cases the word boundaries could be located precisely. The remaining
hypotheses involve mainly three consonants. In such hypotheses the word boundary
may lie between the first two consonants (as C#CC) or between the last two
consonants (as CC#C). However we observed the latter to be more frequent than the
former (85% of the cases). Hence in absence of other knowledge, one may place the
boundary between the last two consonantsin a three consonant sequence.

(c) Sequences of vowelsof thetypesCVY and V*t C

The hypotheses produced by sequences of the typesCV* and V* C consist of
mainly three phonemes, and are in the forms CVV and VVC, respectively. In these
hypotheses the word boundary can be in two places: (i) between the vowels or, (ii)
between the consonant and the vowel. In our studies, we observed that in the
hypotheses produced by sequences of type CV*, the word boundary was between the
vowelsin 99% of the cases. Hence one can safely place the word boundary between the
vowels in the hypotheses produced by such sequences. However for the hypotheses
produced by sequences of type V¥ C the word boundary was between the consonant
and the vowe in 26% of the cases and between the vowelsin the remaining. Obviously
it is not possible to precisely locate the word boundary in the hypotheses produced by

these sequences, though a strategy of placing theword boundary between the vowels

yields correct results in about 74% of the cases.
(d) Sequences of consonantsof the type VC* and C*V

Unlike the vowel sequences of the types CV*t and V1 C, the hypotheses
produced by the consonant sequences of the types VC* and C*V contain a significant

number of hypotheses with four or more phonemes. In such cases, even though the
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word boundary is within the consonant sequence, it is not possible to locate it exactly.
However nearly 75% of the hypothesesproduced contain only three phonemes (either
in the form CCV or VCC), and in some o these casesit may be possible to locate the
boundary. It was observed that in the hypotheses produced by CCV type of sequences,
the word boundary was between the consonantsin 97% of the cases and between the
second consonant and the vowe in only 2% of the cases. Thusfor hypotheses produced
by CCV sequences, the word boundary can be placed between the consonants. In the
hypotheses produced by the VCC sequences, in 15% of the cases, the boundary was
between the vowel and the consonant and between the consonants in the remaining.
Thus a strategy of placing the word boundary between the consonants seems
appropriate for both CCV and VCC types of sequences.
(e) Sequences of typeCV *C and VC*V

In longer sequences of types CV*C and VC*V the word boundary may be
located in several possible places. In the hypotheses produced by sequerces of type
Ccv*C it wasobserved that nearly 66% of the word boundaries lie at the V C junction,
i.e., between the last vowe and the last consonant. Another 30% are located between
the vowels and very few at the CV junction. In the hypotheses produced by the VCtV
sequences, 60% of the word boundaries occurred within the consonant sequence.
Another 37% occurred at the VC junction, i.e., between the first vowel and the first
consonant in the sequence. Very few occurred at the CV junction. Thus one may not be
able to place the word boundary accurately in the hypotheses produced by these clues.
However, one can narrow down the location by ignoring the CV junction for both types
o clues.

The distributions of word boundaries in the word boundary hypotheses

produced by the lexical clueswere also examined by varying the input error



percentages. However, the results showed no significant changes.

From the above it can be seen that the word boundaries can be located
accurately in many hypotheses produced by the constraints on sequences. However for
long sequences of types CV ¥ C and VC™* V it was not possible to locate the word
boundaries precisely. It isinteresting to note that in all the above casesthe V C junction
contained many more word boundaries compared to the CV junction.

58 Summary and Conclusions

In this chapter, use of lexical knowledge in the form of phoneme sequence
constraintsin hypothesising word boundaries was examined. A number of studies were
made using different types of sequences. The effect of input errors on the word
boundary hypotheses was al so examined and a formulawas developed to predict the
number of wrong hypotheses produced due to errorsin the input. It was shown that
reducing the dictionary size does not improve the Correctness of the clues. Studies
were also performed to locate the word boundary position exactly in the hypotheses
produced using the clues. The resultsshow that for shorter sequencesit is possibleto
place the word boundary accurately within the clue.

Thefollowing conclusions can be drawn based on our studies reported in this

chapter:

1. Lexical cluesintheform of phoneme sequence constraintscan be used to
hypothesise word boundariesin texts.

2. Thelexical clues are also useful in hypothesising word boundariesespecially when
the input contains errors, asin the symbol sequence produced by a speech signal-to-
symbol converter. However, the performanceof the cluesdeteriorates gradual ly with
increasing input errors.

3. Reducing the vocabulary (dictionary size) improves the performance of these clues.

4. 1tispossible to predict thelocation of the word boundary within the cluefor most



clues except for cluesof typesCV*¥Cand VC* V.

The result. of the studies of this chapter clearly establish the utility of the clues
based on thelexical knowledge. However, it is also to be noted that these clues are
sensitive to errorsin the input. The results of the earlier chapter also showed that clues
based on the language knowledge such as syntax and semantics are also susceptible to
input errors. These errors are caused by the inaccuracies in the speech signal-to-symbol
conversion. Hence one needs to identify clues which can be applied before the signal-
to-symbol conversion itself. In this context, one can explore other speech related
knowledge sources such as prosody and acoustic-phonetics and identify word boundary
clues based on them, which can be directly applied on the speech signal itself thereby
avoiding the errors in the speech signal-to-symbol conversion. In the succeeding
chapters, some prosodic and acoustic-phonetic clues for word boundary

hypothesisation are described.



Chapter 6
WORD BOUNDARY CLUES BASED ON THE PROSODIC KNOWLEDGE
6.1 Introduction

Several studies have established the relation between the various prosodic
featuresand the sentence structure in alanguage. For example, in languages like
English, position of stress can change the type of a word, whether it isa noun or averb.
The pitch contour of a sentence indicates the type of the sentence, assertive or
interrogative. Similarly boundaries between the major syntactic units (such as phrases
or clauses) in a sentence are aso indicated by pitch variations. Pauses or long silences
in speech indicate some word boundaries, usualy the boundaries between major
syntactic units of the sentence. Prepausal Iengthening of vowels and long interstress
intervals can also be used to detect some word boundaries. In view of these results, one
can expect the prosody to provide cluesto detect word boundaries.

This chapter describes studies on the use of prosodic features as clues for
hypothesising word boundariesin continuous speech. The prosodic features considered
were pause, duration, and pitch. Three studies are reported, each focussing on the
application of a particular prosodic feature to hypothesise word boundaries. The
studies are described in the following sections. In section 6.2, the study on the use of
pause for word boundary hypothesisationis described. In section 6.3, studies on the use
of duration of avowe asaclue to its position in aword are described. In section 6.4,
the application of changesin pitch in detecting word boundariesis discussed. In section
6.5, a simple word boundary hypothesisation algorithm is described which combines
the pause, duration and pitch clues. In section 6.6, location of the word boundary

position in the hypotheses produced by the prosodic cluesis discussed. The summary of

the work is presented in section 6.7.

62 Word boundary hypothesisation using pause



Pausesin speech, though small in number, are the simplest and often the easiest
clues to detect word boundaries. Pauses in continuous speech are detectdd by looking
for long silence regions. Since some speech sounds such as unveiced stops also contain
silence regions, aduration threshold is used to discriminate between pauses and other
silences. The threshold chosen should be sufficiently longer than the longest speech

sound that contains silence. Usually a value around 250 msec. is used [Grosjean 1980].

The algorithm to detect pausesin speech is given below.

Algorithm 6.1:
1 Identify the silence regionsin speech using energy and pitch.

2. Hypothesise a silence region as a pause, if its duration islonger than 250 msec.

Pause detection was performed on a speech data of 110 utterances, consisting of
a text of 10 sentences uttered by 11 speakers. On this data, the above algorithm was
applied and pauses were detected. Each detected pause was hypothesised as a word
boundary. The results of the word boundary hypothesisation using pause are shown in
Table-6.1. It can be seen that all the pauses detected correspond to word boundaries.

While the above results show that pauseis a reliable clue to word boundaries,
they also show that its utility islimited because of the small number of word
boundaries detected (less than 2 word boundaries per sentence). Moreover, as the
speaking rate increased, the number of pausesin the utterances reduced. Thisis
illustrated in the table where the speakers are ordered by their speaking rate with the
lowest corresponding to speaker 1 and the highest to speaker 11. Hence additional
prosodic clues areto be used to increase the number of word boundaries.

6 3Word-final vowd hypothesisation usingduration



Speaker Correct I ncorrect Ht rate Correct ness | npr ovenent

WBs WBs
1 29 o 19% 100% 4.7
2 27 o 18% 100% 4.7
3 23 0 15% 100% 4.7
4 21 0 14% 100% 4.7
5 21 0 14% 100% 4.7
6 18 0 12% 100% 4.7
7 19 0 13% 100% 4.7
8 19 0 13% 100% 4.7
9 18 0] 12% 100% 4.7
10 16 0] 11% 100% 4.7
11 17 0 11% 100% 4.7

Table-6.1 Results of word boundary hypothesisation using pause. A
silence |longer than 300 nsec. is considered as a pause. Results are

shown for 11 speakers.



Several studies on English speech showed that duration can be used to
hypothesis: some of the word boundaries in speech. Lea[Lea, 1980] showed that
interstressintervalscan be used to detect some word boundaries. Lengthening of a
vowe! can also be used as a clue to word boundaries[Crystal and House 1988]. For
Hindi, we have found that a simple algorithm which classifies all long vowels as word-
final vowelscan lead to a good word boundary detection.

The proposed algorithmis based on the following features of Hindi: (i) In
Hindi, very few words end in a short vowel, and (ii) In any Hindi text, vowels occur
twice as often as consonantsin the position beforea word boundary. Thefeature, (i)
was verified by examining a large Hindi dictionary containing nearly 31,000 words. Of
these, 13,479 words ended in vowels, in which 12,628 (or 94%) ended in long vowels.
Similarly, (ii) was verified using a Hindi text of nearly 10,000 sentences which
contained 143,578 words of which 118,016 (or 82%) ended in vowels. This is because,
in any text case markers and other function words form nearly 40% of the total words
and most of these end in vowels. For the remaining words, the vowels and consonants
occur roughly in equal numbers before a word boundary. Thus, in the entire text, one
can expect that about 70% of the word boundaries will be preceded by vowels and the
rest 30% will be preceded by consonants. Sincefrom (i) above, almost all vowels
preceding word boundaries must be long vowels, one can expect that about 70% of the
word boundarieswill be preceded by long vowels. Thus a simple classification of
vowels based on length will detect nearly 70% of theword boundaries. I n addition, a
recent study [Rajesh Kumar 1990] showed that vowels occurring in word-final position,
i.e., last vowelsin the word which may be succeeded by a consonant, are longer than
the same vowels occurring in word-internal position. Hence some word-final vowels
may also be detected by the proposed algorithm.

However long vowels can also occur in word-internal positions. Such



occurrenceswill lead to errorsin theword boundary hypotheses. But it was observed
that word-internilly short vowels occur more often than long vowels. Hence a
long/short vowel classification will hypothesise moreword boundariesthan word-
internal vowels.

An estimate of the performance of the above method can be obtained by
studying the distribution of vowelsin large texts. Using a text of 10,000 sentences
containing 143,578 words which had 244,082 vowels, it was found that long vowels
occurred 143,804 times in the text. Among these, long vowels in word-final position
numbered 109,842. Hence detection of long vowelswill hypothesise nearly 77% of the
word boundaries correctly with incorrect hypotheses around 25%. Similar results can

be expected from other texts.

The algorithmfor word boundary hypothesisation [RamanaRao 1992b] using

durationisgiven below.

Algorithm 6.2 Word boundary hwothesisation using duration

1 Classify the given vowel into short/long vowel.

2. If it isclassified asalong vowel, hypothesise a word boundary after the vowel.

This algorithm was used to hypothesise word boundaries in a speech data of 110
utterances consisting of 10 sentences uttered by 11 speakers. The speech data
contained a total of 2,600 vowels. These vowels were segmented manually using visual
and audio clues. On these vowel data, the above word boundary hypothesisation
algorithm was applied. The results are shownin Table_6.2 for various durational
thresholds. From these, one can see that the proposed clue performs well.

The results show that in addition to many word boundary vowels, a significant



1A

Speaker  WB hypotheses Hit Correctness Improvement

Speaker W8 hypotheses at various thresholds

(Mean dur) 45 55 65 75 85 95 105 115 (WB:WI) rate

1 (120ms) 104:134 104:133 104:124 104:109 103:85 98:73 95:71 78:56 1 95:71 63% 57% 2.7
2 (110ms) 104:128 104:116 102:104 96:88 87:74 82:63 72:53 60:48 2 82:63 55% 57% 27 .
3 (98ms) 104:123 104:112 104:92 102:74 9% :63 85:50 73:43 56:29 3 94:63 63% 60% 2.8
4 (92ms) 102:110  99:93 91:7 84:55 70:43 59:34 44:24 35:13 4 84:55 56% 60% 2.8
5 (86ms) 101:109 95:88 89:63 81:48 65:40 52:26 40:17 33:9 5 81:48 54% 67% 3.2
6 (78ms) 98:111  93:83 83:61 69:45 56:32 45:23 31:12 23:8 6 83:61 55% 58% 2.7
7 (78ms)  100:98 95:84 82:63 63:45 54:34 40:24 29:14 22:10 7 82:63 55% 57% 2.7
8 (78ms)  103:98 91:80 83:64 73:48 53:23 43:24 32:15 20:8 8 83:64 55% 56X 2.6
9 (77ms) 100:92 96:75 81:59  69:42 53:26 39:23 29:14 22:10 9 81:59 54% 58% 2.7
10 (73ms) 92:87 76:7 63:53 54:35 41:26 37:14 29:8 25:5 10 76:71 51% 52% 2.4
11 (70ms) 93:88 81:66 67:53 55:32 39:23 29:12 21:8 17:1 1 81:66 54% 55% 2.6

(a) (b)

Table-6.2 Results of word boundary hypothesisation using duration. In the Table, (a) shows
the results in terms of the correct and incorrect word boundary hypotheses produced for
various duration thresholds for 11 speakers. In (b), the results are shown in terms of Hit
rate, Correctness and Improvement for a particular duration threshold. Note that duration

is measured in milli seconds.



number of vowelswhich are not succeeded by a word boundary were also hypothesised.
An examination of the errorsshowed that many of tbese incorrect hypotheses
correspond to word-final vowels, i.e., vowels which are the last vowels in a word but
which are succeeded by a consonant sequence, such as the vowel ain the word ko:mal.
As shown later in section 6.6, it is possible to locate the position of the word boundary
from the word-final vowels. Hence, the word boundary hypothesisation was modified as

word-final vowel hypothesisation algorithm given below.

Algorithm 6.3 Word-final vowel hypothesisation using duration

1 Classify the given vowel into short/long vowel.

2. If itisclassified asalong vowel, hypothesise the vowel as a word-final vowel.

The word-final vowel hypothesisation algorithm was applied on a 110 sentence
speech dataand the results are shown in Table_6.3. The results are shown in terms of
the number of word-final and word-internal vowelsin the hypotheses, and also in terms
of the Hit rate, Correctness and Improvement for various duration thresholds. It can be
seen that a large number of word-final vowels were detected with significant
Correctness (nearly 75%) and Improvement in the WF:WI distribution is also high.

It can be seen that the performance of the algorithm depends on the threshold
used for short/long vowel classification. Using a smaller durational threshold led to the
detection of alarge number of word boundaries but with lower Correctness, whereas
longer thresholds led to the detection of lesser number of word boundaries with higher
Correctness. It can also be seen that longer thresholds |ead to alarger Improvement.
We have chosen to use a threshold for which the Correctness is greater than 75%.

It can be seen that this performance (shown in bold) occurs at different

thresholds for different speakers. This is because the duration of vowels in continuous



scl

Speaker  WB hypotheses Hit Correctness Improvement

Speaker WF hypotheses at various thresholds

(Mean dur) 45 55 65 75 85 95 105 115 (WB:WI) rate

1 (120ms) 150:88 150:87 149:79  147:65 142:45 136:35 133:32 109:24 1 133:32 89% 81% 3.3
2 (110ms) 150:82  149:71  147:59 136:47 119:41 113:31 100:23 84:23 2 113:31 75% 78% 3.2
3 (98ms) 150:77  149:67  147:49 137:38 123:33  108:26 94:22 71:13 3 123:33 82x% 9% 3.2
4 (92ms)  162:70  136:56 122:40 110:29  90:23 77:16 58:10 43:5 4 110:29 73% T9% 3.2
5 (86ms)  145:65 133:50 119:33  106:23 86:19 70:8 54:3 39:3 5 106:23 71% a2x 3.3
6 (78ms)  139:70  127:49 110:34  93:21 75:13 60:8 40:3 30:1 6 110:34 73X 76% 3.1
7 (78ms) 138:60 131:48 113:32 85:23 71:17 53:11 38:5 29:3 7 113:32 75% 78% 3.2
8 (78ms)  142:59 128:43  113:34 99:22 69:17 55:12 41:6 26:2 8 113:34 5% 7% 3.1
9 (7T7ms)  137:55 128:43 109:31 90:21 67:12 50:12 36:7 26:6 9 109:31 73% 78% 3.2
10 (73ms)  130:49 109:38 89:27 77:12 58:9 47:4 35:2 30:0 10 109:38 N £} 74% 3.0
11 (70ms) 128:55 109:38 93:27 71:16 49:13 36:5 27:2 18:0 ! 109:38 73% 74% 3.0

(a) (b)

Table 6.3 Results of word final vowel hypothesisation using duration. In (a), results are
shown in terns of the correct and incorrect word boundary hypot heses produced for various
duration thresholds for 11 speakers. In (b), the results are shown in terns of Ht rate,
Correctness and Inprovenent for a particular duration threshold(shown in bold). Note that

duration is neasured in mlli seconds.



speech depends strongly on the speaking rate. Hence a speaker independent method of
selecting the threshold is needed. This threshold can be estimated based on the
averagevowel duration asfollows:

L et us assume that the vowels can be divided into two classes, short and long,
with average lengths L and 2L, respectively. Assuming a 40:60 distribution of short and
long vowels (as observed in our text data), one would obtain the average length of a
vowel as 1.6L.. Hence the average length of a short vowel (L) isgiven by the average
length of avowel divided by 1.6. Thisitself can be used as a threshold for short/long
vowel classification. However some of the short vowels will be longer than the
computed average duration. In our studies, it was observed that a threshold value of
1.3L gives acceptable results. The resultsfor thisvalue of thethreshold are shownin
bold in the Table_6.2.

In the above, the duration of a vowel was measured in time units (in msec. etc.).
One may also use the number of pitch peaksin the vowel as a measure of the duration
of thevowe. Thus the duration of avowel isthe number of glottal pulsesin that vowel.
With this measure for duration, the word-final vowel hypothesisation algorithm 6.2 was
again applied on the vowel data. Theresultsare shown in Table_6.4.

A comparison of the results (Table.6.3 and Table_6.4) show that the two
measures used for duration yield similar results. However the second measure seems to
be dightly advantageous in that the variation in thresholds to be used seems to be less.
However, for this measure of duration also, an estimate of the average duration of a
vowel is needed to determine the threshold to be used.

64 Word-final vowd hypothesisationusing pitch
The studies reported in the previous two sections showed that the prosodic

features of pause and vowel duration can be used as clues to hypothesise word



L2t

Speaker WF hypotheses at various thresholds
(Mean dur) 8 9 10 11 12

1 (1) 141:44  135:30 127:23  114:17  98:14
2 (1) 132:37  118:32 108:27  95:22 73:19
3 (12 142:36  136:39  128:33  114:31  107:26
4 AN 134:52  122:41 114:29 102:22 97:19
5 (12) 135:58  127:44  115:33  105:27  99:20
6 (1) 131:50 120:40 109:24 99:18 88:14
7 (1D 133:50 126:41 120:35 111:23  101:19
8 (1) 130:43  120:32 110:26  98:20 81:15
9 (12) 126:51  118:44 114:39  104:33 92:26
10 (10) 114:37  100:24 85:18 77:12 67:7
1 00 115:37 102:30 89:21 76:16 67:10

(a)

Table-6.4 Results of word fina

results \ _
produced for various duration thresholds for

shown

threshold (shown i n bol d).

in terns of Ht

vowel

Speaker  WF hypotheses  Hit Correctness Improvement
(WF:WI) rate
1 114:17 76% 87% 3.5
2 108:27 72% 80x 3.1
3 114:31 7% 79% 3.1
4 114:29 7% 80X 3.1
5 105:27 70% 80% 3.1
6 109:24 3% 82% 3.3
7 120:35 81X 7% 3.0
8 110:26 74% 81% 3.2
9 1064:33 70% 76% 3.0
10 100:24 67X 81% 3.2
1" 102:30 68% 7% 3.0
(b)

hypot hesi sati on using duration. In (a)

In (b),

are shown in terns of the correct and incorrect word boundary hypot heses
11 speakers.

the results are

rate, Correctness and Inprovenent for a particular duration

Note that duration is measured in pitch cycles.



boundaries. In this section, studies on the use of the third prosodic feature of pitch
frequency(F0) as a clue to word boundary hypothesisation are reported.

Recent studies on Hindi speech [Y egnanarayana, Rajendran, Rajesh Kumar,
Ramachandran and Madhu Kumar 1992] suggested that every content word in
continuous Hindi speech has a pitch pattern, namely the pitch frequency(F0) increases
from left to right. Thus, in the sentence fragment narmada: nadi: ke: kina:re: the word
narmada: will have FO increasing from left to right. Similarly the word nadi: will al so
have anincreasing FO from left to right. Thisisillustrated in Fig.6.1, wherethe
waveform and the pitch frequency are shown. Since FO in simple sentencesfallsfrom
left to right, the fall will occur at the boundary between the two words. Thus by
detecting such fallsin FO one can detect word boundaries. On the other hand, if a
function word occurs between the two content words, as in nadi: ke: kina:re: the FO
peak will occur on i: in nadi: and the next valley on i in kina:re:. Thus even in such cases
one can detect word boundaries by detecting falls in FQ Strictly speaking, this detects
only the word-final vowels. A word-final vowel hypothesisation algorithm based on the
above [Madhukumar 1993; Rajendran and Y egnanarayana 1994] is given below:

Algorithm 6.4 Word-final vowel hypothesisation using FO
1 Compare the FO values of two successive vowels,
2. Hypothesise a vowel as a word-final vowel if the drop in FO from the current vowel

toits next vowel isgreater than a predetermined threshold.

This algorithm was used to detect word-final vowelsin the 110 sentence speech
data used in the earlier studies. The results are shown in Table_6.5. The results are
shown in terms of the number of word-final and word-internal vowelsin the hypotheses

and also in terms of the Hit rate, Correctness and Improvement for various thresholds.
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Speaker WF hypotheses at various thresholds
0 2 4 6
1 111:20  109:17 98:13 85:11
2 104:22 92:19 89:16 82:13
3 102:46 94:31 79:21 69:15
4 110:40 97:28 87:21 70:12
5 108:32 99:24 94:20 84:16
6 114:19 98:15 91:13 74:11
7 115:24  102:13 98:11 88:8
8 110:23 92:12 89:11 77:10
9 107:34 87:18 72:15 58:8
10 103:35 89:28 81:25 76:23
1 107:28 88:19 80:16 71:1
(a)

Table— 6.5 Results of word final
results are shown

hypotheses (WF:WI)
(b), the results are shown in terms of Hit rate,

in terms of the correct and

vowel

Speaker  WF hypotheses Hit Correctness Improvement
(WF:WID) rate
1 111:20 74% 85% 3.4
2 104:22 69% 83% 3.3
3 102:46 68% 69% 2.7
4 110:40 73% 73% 2.8
5 108:32 72% ™ 3.0
6 114:19 76% 86% 3.4
7 115:24 7% 83% 3.3
8 110:23 73% 83x% 3.3
9 107:34 71% 76% 3.0
10 103:35 68% 75% 2.9
" 107:28 71% 79% 3.1
(b)
hypothesisation using pitch. In (a),

incorrect word final vowel

produced for various pitch thresholds for 11 speakers. In

for a pitch threshold of 0.

Correctness and Improvement



From theresults, it can be seen that the algorithm performswell for many
speakers. But for some speakers (speakers 3, 4, 5, 9 and 10), the performance is
relatively poor, with the hypotheses containing a significant number of word-internal
vowels. An examination of these errors revealed that in a mgjority of the cases, they
correspond to short vowels. Thus-one can improve the performance of the word-final

vowel hypothesisation by using durational constraints along with the FO. This is

described in the next section.
65 Word-final vowd hypothesisation usingall prosodicclues

The previous sections showed that a significant number of word-final vowels can
be detected by using the prosodic clues of pause, duration and pitch(F0). It is possible
to improve the performance of the clues by applying them together. From the results of
the previous section, it is clear that applying durational constraints to verify the word-
final vowel hypotheses produced by the pitch clueswill lead to a better performance.
Hence, the word-final vowel hypothesisation algorithm using pitch was modified to

include durational constraints [Ramana Rao 1992b] as given below.

Algorithm 6.5 Word-final vowel hypothesisation using FO and duration
1&?2. Same asin algorithm 6.4,

3. From the word-final vowel hypotheses produced, remove all word-final vowel

hypotheses whose duration isless than a duration threshold.

The above algorithm was applied on the 110 sentence speech data. A pitch
threshold of 0 and a duration threshold roughly corresponding to the average short
vowel duration were used. The results of the word-final vowel hypothesisation are

shown in Table_6.6. It can be seen that there is a significant improvement for al. the



Speaker ‘Hypotheses Ht Correct ness | npr ovenent

(WF:WI) rate
1 102:7 69% 94% 3.8
2 92:9 61% 91% 3.7
3 97:20 65% 83% 3.3
4 97:17 65% 85% 3.4
5 102:14 68% 88% 3.5
6 96:9 64% 91% 3.7
7 98:8 65% 92% 3.7
8 99:11 66% 90% 3.6
9 96:13 64% 88% 3.5
10 93:19 62% 83% 3.3
11 91:16 61% 85% 3.4

Table 6.6 Results of word final vowel hypothesisation
using pitch and duration. The results are shown both in
terns of WF:wWI distribution and also in ternms of Hit
rate, Correctness and |Inproverment. A pitch threshold of

0 and a durational threshold of 0.66 X Avg. vowel
duration are used.
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speakers, with the incorrect hypotheses reduced by a factor of 2 or more, whereas the
number of word boundaries detected dropped by lessthan 15%.

Detection of word boundaries through pause can be used to further improve the
performance of the aboveword-final vowel hypothesisaticn aigorithm based on pitch
and duration (Algorithm 6.5). Thisis due to the fact that in long sentences containing
several phrases/clauses, the FO contour gets reset within the sentence, mostly at major
syntactic boundaries. Thisisusualy explained by the need for the speaker to pause
occasionaly (possibly to take a breath), and, at such pauses, which coincide with major
syntactic boundaries, the FO is reset to a high value. Thus long sentences often contain
two or more smaller segments each of which shows a declining FO with FO reset to a
high value after each segment. Due to this resetting of FO, the corresponding word
boundarieswill not be detected by our algorithm. However, these boundaries are
usually followed by pauses, and, by detecting pauses one can detect them. Thus the

algorithm for detecting word-final vowels using prosodic clues gets modified to the one

given below.

Algorithm 6.6 Word-final vowel hypothesisation using F0, duration and pause
1,2&3. Same asin agorithm 6.5

4. Hypothesise word boundaries using pause (this includes sentence boundaries also).

Add these to the hypotheses produced FO and duration.

This algorithm was applied on our speech data and the results are shown in
Table_6.7. It can be seen that more than 70% of the word boundaries are detected in
all the three caseswith Correctness more than 80%.

While the above modified algorithm for word boundary hypothesisation using

pitch, duration and pause workswell, it is difficult to explain the results, especialy the



Speaker Hypot heses H t Correctness  Improvement

(WF:WI) rate
1 131:7 88% 95% 3.9
2 119:9 79% 93% 3.8
3 120:20 80% 86% 3.4
4 118:17 79% 87% 3.5
5 123:14 82% 90% 3.6
6 114:9 76% 93% 3.8
7 117:8 78% 94% 3.8
8 118:11 79% 91% 3.7
9 114:13 76% 90% 3.6
10 109:19 73% . 85% 3.4
11 108:16 72% 87% 3.5

Table-6.7 Results of word final vowel hypothesisation
using pitch, duration and pause. The results are shown
in terns of WF:WI distributionand also interns of Ht
rate, Correctness and Inprovenent. A pitch threshold of
0, a durational threshold of 0.66 x Avg. vowel duration
and a 30omsec. Silence for pause are used.



durational effects. One possible explanation is to assume that the fail in F0 from a

peak to a valley that occurs after a word boundary needs a minimum duration. Thus if

the vowel after a WOrd boundary it & shorr onc, the 101l wu: nor 86mpiciely oocur 1o
that vowd but will continue into the next vowd, and hence the short vowel will have a
larger FO compared to its next vowel even if they are in the same word. This
explanationis also supported by our observations that in most of these errorsthe
difference in FO between the word initial short vowe and its succeeding vowe is quite
small.

Another feature relates to the effect of speaking rate. it can be seen that the
performance of the algorithm is poorer for speakers with high speaking rate. it is
possible that at high speaking ratesthe i egion between a FO valley and the next peak
may contain more than one content word, possibly a larger syntactic unit such asa
phrase or a clause asin English speech [Lea 1980]. However thisisonly a conjecture
and our results are not sufficient to support it.

6.6 L ocation of word boundariesfrom word-final vowels

In the studies described above it was found that the prosodic clues are useful to
detect a number of word-final vowds. However, from these word-final vowel positions,
one still needs to detect the word boundary location as there may be some consonants
between the word-final vowe and the next vowd. For example, consider the sequence
"...V1C1Cy V5., in which there are two consonants between the word-final vowel V ;
and the next vowe Vz. Thus the word boundary can be placed at any one of the three
places: between V4 and C;, between Cq and C, and between C, and V,. However, the
prosodic clues used in the above studies cannot select the correct word boundary
location. Thus one needsadditional cluesto perform this. It ispossible that language

featuresmay aid in this. Hence studies were performed to find the word boundary from



information of word-final vowd!.

Inour studies, various possible word boundary locations were considered in the
phoneme sequence between a word-final vowe and the following vowel. Since the
phoneme sequence between a word-final vowel and the next vowe is of the form
V1C'V2, the problem is to find the location of the word boundary within this
sequence. There are mainly four possibilities: (i) there is no consonant between the
vowels, i.e., of type V1V, (ii) asingle consonant between the vowels, i.e., of type
V1C1V2, (iii) two consonants between the vowels, i.e., of type V{C1CoV, (iv) three
consonants between the vowes i.e., o type V,C{CoC3 V4. Sequencesinvolving four or
more consonantscan be neglected, as they occur only occasionaly.

For each of these four typesof sequences, the number of times each possible
word boundary location appears in a large text containing 143,578 word boundaries is
obtained. These are shown below:

(1) Type o the sequence.= VV,.
possible locations (no. of occurrences) are
V#V, (11978)
(i) Typed the sequence = V{CyV,.
possible locations (no. of occurrences) are
V1#CV, (64826) and V1Cy# V5 (5336).
“(iit) Type of the sequence = V{C{Gy V5.

possible locations (no. of occurrences) are

V1#C1CyV, (2835), V{C1#C4V, (46550) and V{C{Co# V5 (522).
(iv) Typed the sequence = V{C1CrC3 V5.

possible locations (no. o occurrences) are

V1#C1CoC3V5 (27), V{C1#CoC3 V5 (1230), V{C1Co#C3V, (407) and

V{C{CyC3#V5 (0).



From these results, it can be seen that the following simple strategy will detect many

word boundaries.

Algorithm 6,7 Location of word boundaries fromword-final vowels

1 If the sequence is of type V{V», then place the word boundary between the vowels.

2. If there are some consonants between the vowels, then place the word boundary

before the last consonant.

The above algorithm detects a total of 123,761 word boundaries correctly out of
atotal of 133,516 word boundaries (excluding the sentence boundaries) in the text. The
number of wrong word boundary placements are 9644. Thus the algorithm correctly
places theword boundary in 92% of the cases and produces only 7.5% errors.

The above word boundary location algorithm was applied on the word-final
vowels hypothesised using the prosodic features of pitch, duration and pause (results of
algorithm 6.6). The resultsin terms of the number of correct and incorrect word
boundary hypotheses and also in terms of the Hit rate, Correctness and Improvement
are shown in Table_6.8. It can be seen that more than two-thirds of the word
boundaries were detected with Correctness more than 80%.

6.7 Summary and Conclusions

In this chapter, the use of the three prosodic features of pause, duration, and
pitch were examined for word boundary hypothesisation. A word boundary
hypothesisation algorithm was proposed using duration which performed quite well. In
addition a modification was proposed to the word boundary hypothesisation algorithm
using pitch by adding durational constraints, resulting in a nearly threefold reduction in

the errors with only a small reduction in the word boundaries detected. Thusit was



Speaker Hypot heses H t

correctness | nprovenent
(WB: RE) rate
1 128:10 85% 93% 4.4
2 115:13 77% 90% 4.2
3 116:24 77% 83% 3.9
4 115:20 77% 85% 4.0
5 119:18 80% 87% 4.1
6 111:12 74% 90% 4.2
7 114:11 76% 91% 4.3
8 114:15 76% 88% 4.1
9 112:15 75% 88% 4.1
10 106:22 71% 83% 3.9
11 104:20 69% 84% 3.9

Tabl e 6.8 Results of word boundary detection using
The results are shown in
in ternms of Hit

pitch, duration and pause.
terms of WB:WI distribution and al so
rate, Correctness and | nprovenent.

0, a durationa

vowel

and a 3o00msec. Silence for pause are used.

A pitch threshol d of
threshold of 0.66 x Avg.

dur ati on



shown that the prosodic features of pitch and duration can significantly aid in detecting
word boundaries. T o detect major syntactic boundaries which were not detected by this
algorithm, a further modification was made to it making use of pauses to detect such
word boundaries. This algorithm combi:iing pitch, duration and pause performed well
in detecting most of the word-final vowels and with very few false alarms. However,
these clues detected only word-final vowels and not the precise location of word
boundaries. Hence a study was made to locate the position of the word boundary from
the word-final vowel location. It was shown that by using a simple algorithm, nearly
92% of the word boundaries can be placed correctly, given the position of the word-
final vowels. Using thisalgorithm on the word-final vowels hypothesised by thethree
prosodic clues together, resulted in the detection of 72% of the word boundaries with
Correctness more than 80%.
From the above studies, the following conclusions can be drawn:

1. The prosodic features of duration and pitch can detect many word boundariesin

continuous speech,

2. Additional boundaries corresponding to maor syntactic boundaries, can be detected

using pauses.

3. A combination of the three prosodic features detects a large number of word
boundaries with a large Correctness.

In all the knowledge sources explored so far, prosody seems to perform best in
word boundary hypothesisation. Results showed that nearly 70% of the word
boundaries can be detected with incorrect hypotheses|ess than 15%. However, there
are some limitations to the prosodic clues. A major limitation is with respect to the
speech of nonnative speakers which isexplained below.

Prosody variesfrom language to language, and hence the prosodic clues

developed for word boundary hypothesisation in one language may not be applicable



for another. For nonnative speakers, the prosody used in their speech isthat of their
first language. Hence the prosodic clues devel oped using native speakers may not be
applicable for them. For example, English isspoken in many countries across the
world. For a large number of such speakers, it isonly a second language, and for these
the prosody differs from that of English. Thus while prosodic clues may work very well
for a native speaker, for nonnative speakers they may fall.

So far three knowledge sources were examined and some clues were proposed
for word boundary hypothesisation based on them. Of these, lexical and to a lesser
extent language clues were found to be affected by the signal-to-symbol conversion
errors. Prosodic clues are applicable only for native speakers. Thus all the clues
examined till now are language specific. Hence there is a need to find clues which can
be applied across languages. Such clues should make use of speech featuresal one to
hypothesise word boundaries. Clues based on acoustic-phonetic knowledge satisfy this.

Hence we discuss in the next chapter studies to identify some word boundary clues

which are based on the acoustic-phonetic knowledge.



Chapter (

WORD BOUNDARY CLUES BASED ON ,THE ACOUSTIC-PHONETIC
KNOWLEDGE

7.1 Introduction

Studiesreported in this chapter are on the application of spectral cluesbased on
the acoustic-phonetic knowledge for hypothesising word boundaries in continuous
speech. The proposed clues are based on the relationship between the speech
production mechanism and the spectrum of the sound produced. Theideaisto find the
differences between the productions of sounds followed by a word boundary and
sounds which are not. These differencesin speech production are related to the speech
spectrum using the acoustic-phonetic knowledge to obtain the spectral changes that
occur at word boundaries. These spectral changes are then used to hypothesise word
boundaries in continuous speech.

Two clues were examined in our studies. The first, clue is based on the changes
in the vocal tract configuration that occur at a vowel-consonant boundary and it uses
the changesin the first formant(F1) frequency to hypothesise the word boundaries.
The second cluefor word boundary hypothesisation isbased on a strong/weak vowel
classification, and it uses the changesin the energy of F1. The cluesaim at detecting
the vowels preceding the word boundaries. The reason for limiting the clues for vowels
only isthat the properties of vowels change slowly and hence their spectra can be
estimated reliably. Moreover, as mentioned in the earlier chapter, many wordsin a
Hindi text end in vowels. Analysis of a text of nearly 10000 sentences containing
143,578 words showed that nearly 82% of thewordsin the text end in vowels. Thusif
one detects all vowels preceding word boundaries then nearly three-fourths of the word

boundarieswill be found.

The chapter is organised as follows: In section 7.2, a study on the use of first



formant frequency(F1) change as a clue for detecting vowels preceding word
boundaries, is described. In section 7.3, a study on the use of first formant energy
change asacluefor detecting word-final vowels, isdescribed. I n section 7.4, these
studies are summarised and some conclusionsdrawn from them are discussed.
72 Word boundary hypothesisation using first formant(F1) frequency

In this section, a technique for word boundary hypothesisation based on a
spectral clue, namely, change in F1 position, is described. I n the proposed technique,
the spectral changesin avowel preceding aword boundary are examined in terms of
changesin the formants. In particular, the changesin the vocal tract configuration at a
vowel-consonant(VC) juncture are expressed in terms of changesin thefirst
formant(F1) frequency. Based on these, an algorithm to hypothesise word boundaries
which makes use of changes in F1 position was developed. This is described in the
following.
7.2.1 Algorithm for word boundary hypothesisation usng changesin F1 position

The idea behind the proposed word boundary hypothesisation algorithm is
based on the following argument: Consider a sequence of phonemes P{P,. Now if one
can find a clue to differentiate between this sequence and the sequence P #P, (#
representing aword boundary), i.e., between the case when the phoneme sequence did
not contain aword boundary and the case when the phoneme sequence contained a
word boundary, then one can locate word boundaries. Obvioudy, the clue will depend
on the typesof the phonemes P and P;.

Now consider the various types of phoneme sequences that are possible across
word boundaries. Considering only the classes of vowels(V) and consonants(C) four
types are possible (P{P> = VC, CV, VV, CC). However in our analysisof alarge Hindi

text, it was observed that in word initial position, more than 90% of the phonemes are



consonants. Thus one can consider only the cases where P, is a consonant and still
detect 90% of the word boundaries in a text. Now P can be either a vowel or a
consonant. Hov.vever, as mentioned earlier, in a Hindi text, nearly 80% of the word
boundaries are preceded by vowels. Alsoit is easier to study the spectra of the vowels
than those of the consonants. Hence the study was restricted to the case where P{P, is
of VC type. In other words, the aim isto find a technique to differentiate between the
two casesof VCand V#C and use it to hypothesise word boundaries. Depending on
the text, one can hope to detect around 70% of the word boundariesin the text.
Consider a V C sequence in continuous speech. Now, vowels are produced by
keeping the vocal tract open for freeflow of air and the consonants are produced by
obstructing the flow of air. Hencein a V C juncture, the vocal tract will be changing its
configuration from an open position (correspondingto thevowel) toaclosed or a
partially closed position (corresponding to the consonant). These changes in the vocal
tract will correspondingly reflect as changes in the spectrum; in particular, as changes
in the formant locations. Since the first formant F1 is proportional to the opening of
the vocal tract, at the V C juncture F1 must decrease. Thusin any vowel preceding a
consonant, the tail portion of the vowel would show a decreasing F1. However if there
isa word boundary between the vowel and the consonant(V#C), depending on the
influence of the consonant on the vowel across the word boundary, one may find the F1
to be constant or decreaseby a smaller amount. Hence by selecting a proper threshold,
one may be able to differentiate vowels preceding word boundaries from vowels which

do not precede a word boundary . An algorithm for word boundary hypothesisation

based on thisideaisgiven below.

Algorithm 7.1 Word boundary hypothesisation using changes in F1 position

1 Select two frames of appropriate sizeinthe tail portion of the vowel and obtain their



spectra.

2. Compare the F1 position in the two spectra. If F1 does not drop below a threshold,

hypothesise a word boundary after the vowel.

7.2.2 Resultsd word boundary hypothesisation using changesin F1 position

The above algorithm was applied on the 2,600 vowel speech data spoken by 11
speakers which was described earlier. For each vowel in the data, two frames of size
256 samples (128 samples, for short vowels) were chosen from the tail portion. The
spectrafor these frameswere computed using 16th order LP analysisand from these
spectra, the first formant location was obtained. A word boundary is hypothesised after
the vowel if thedropin F1 between the framesisless than a specified threshold. The
results of word boundary hypothesisation are shownin Table_7.1. Theresultsare
shown in terms of the number of the vowels immediately preceding word
boundaries(WB) and the number of vowels which do not precede a word
boundary(WB) and also in terms of the Hit rate, Correctness and Improvement. Note
that the set WB includes word-internal vowels and also word-final vowels which are
followed by a consonant. Various thresholdswere used for the drop in F1 and the
corresponding results are shown in the table. In the table the threshold for the dropin
F1isshownin steps of approximately 20 Hz. For example, a threshold of 2 corresponds
toadrop of about 40Hz in F1.

From the results, one can observe that for all the speakersthereisa
considerable improvement in the word boundary(WB) to nonboundary(WB) vowel
ratio. For example, a simple calculation shows that for a threshold of 1 (=20 Hz), for
speaker 1, nearly 68% of the word boundary vowels in the input speech data are

detected, but the number of nonboundary vowels hypothesised are only 31%. Similar
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Speaker  WB hypotheses(WB:WB) at various thresholds
0 1 2 3 4

1 32:25 69:43 82:59 88:75 93:95
2 46:28 63:50 78:72 83:90 84:100
3 34:23 SZ:Sé 63:58 78:74 86:91
4 45:30 68:56 78:72 85:88 91:102
5 46:31 65:66 78:93 84:106 90:116
6 31:21 51:41 64:55 76:70 81:84
7 38:35 50:40 68:55 79:70 87:84
8 36:47 52:62 68:82 78:97 85:108
9 41:33 56:56 73:7 77:81 84:96
10 28:29 45:45 58:60 66:75 76:80
" 30:25 46:37 59:53 73:67 84:78

Table- 7.1 Results of word boundary hypot hesisation using changes

posi tion.

the correct and incorrect hypotheses.

(a)

In (a)

Speaker WB hypotheses Hit Correctness Improvement
(WB:WB) rate
1 69:43 46% 62% 2.9
2 63:50 42% 56% 2.6
3 52:38 35% 58% 2.7
4 68:56 45% 55% 2.6
5 65:66 43% 50X 2.4
6 51:41 34% 55% 2.6
7 50:40 33% 56% 2.6
8 52:62 34% 46% 2.2
9 56:56 37x 50% 2.4
10 45:45 30% 50% 2.4
1 46:37 31% 55% 2.6
(b)
in Fi

results are shown Iin terms of vowels preceding word
boundaries (WB) and vowel s not precedi ng word boundaries (WB) Whi ch correspond to

I'n (b)

results are shown

rate, Correctness and | nprovenent for a F1 threshold of 1(=20Hz).

interns of Ht




performances are observed for the other speakers also. Another observation is that as
the threshold for the drop in F1 isincreased, the number of word boundaries detected
increases, but the number of nonboundary vowelsincreasesfaster. Thisisillustrated in
the results by the changesin Hit rate, Correctness and Improvement. It can be seen
that an increase in the threshold value leads to an increase in Hit rate and a decrease
in Correctness. However the overall performance of the clue deteriorates as shown by
the decrease in the Improvement factor.

Another interesting observation made relatesto the incorrect hypotheses. An
analysis of these showed that a large number of the incorrect hypotheses correspond to
the word-final vowels, i.e., vowelswhich are the final vowelsin aword and which are
succeeded by a consonant sequence, as a in the word ko:mal. Hence one can view the
word boundary hypothesisation algorithm as an algorithm that detects the word-final
vowels (as shown below in Algorithm 7.2), and the earlier results can be represented in
terms of the distribution of word-final vowels and word-internal vowels, as shown in
Table_7.2. Notethat intheearlier results (showninTable-7.1), the class of
nonboundary vowels(WB) included some of the word-final vowels and the word-
internal vowels, whereas in Table-7.2 the word-final and word-internal vowels are

shown separately.

Algorithm 7,2 Word-final vowel hypothesisation using changes in F1 position

1 Select two framesof appropriatesize in thetail portion of the vowel and obtain their
spectra.

2. Compare the F1 position in the two spectra. If F1 does not drop below a threshold,

hypothesise the vowel as a word-final vowel.

From the results, it can be seen that the algorithm hypothesises more word-fina
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Speaker  WF hypotheses(WF:WI) at various thresholds Speaker WF hypotheses Hit Correctness Improvement
0 1 2 3 4 (WF:WI) rate
1 42:14 89:23 109:32 119:43  129:59 1 89:23 59% 79% 3.1
2 58:16 89:24 114:37  126:48 128:57 2 89:24 59% 79% 3.1
3 46:12 69:23 92:32 113:43  123:57 3 69:23 46% 75% 2.9
4 56:19 92:32 106:44  118:55 127:66 4 92:32 61% 74% 2.9
5 55:22 87:44 108:63 120:70 129:77 5 87:44 58% 66% 2.5
] 34:18 58:34 80:39 99:47  111:54 6 58:34 39% 63% 2.4
7 49:24 67:23 92:31  109:40 121:50 7 67:23 45% 74% 2.9
8 52:31 75:39 97:53  113:62 125:68 8 75:39 50% 66% 2.5
9 52:22 76:36 100:44  110:48 122:58 9 76:36 51% 68% 2.6
10 36:21 58:32 79:39 92:49  108:55 10 58:32 39% 64% 2.4
1" 35:20 55:28 76:36 92:48 108:54 1 55:28 3= 66% 2.5
(a) (b)

Table-7.2 Results of word final vowel hypothesisation using changes in Fi1
osition. In(a) results are shown in terns of word final vowels(WF) and word
I nternal vowels(WI) which correspond to the correct and incorrect hypotheses.
In (b) results are shown in terns of Ht rate, Correctness and | nprovenent for

a F1 threshold of 1(=20Hz).



vowds than word-internal vowels. Thus the algorithin can also be used to hypothesise
word-final vowels: To illustrate this, the results are represented in terms of Hit rate,
Correctness and Improvement in the table. It can be seen, for speaker 1, that the
algorithm hypothesises (at a threshold of 1) nearly 60% of the word-final vowels with
Correctness around 80%.

From theword-final vowels hypothesised, one can locate the word boundaries
using Algorithm 6.6. These word boundary hypothesisation results are shown in
Table_7.3. A comparison with Table_7.1 shows that more word boundaries are
detected with greater Correctness.

In the above technique, it was assumed that the vocal tract position would
change from a relatively open position to a closed position at a VC juncture. However
not all consonants are produced by the complete closure of the vocal tract. Consonants
such as semivowelsand fricativesare produced by a partial closure of thevocal tract.
Thus the change in vocal tract opening at the VC junction will be small, if Cisa
semivowd or africative. Hence the changein F1 position will also be small, and it may
not be possible to differentiate between the vowels preceding a word boundary and
vowels preceding such sounds, i.e., between V#C and VC casesif Cisasemivowd or a
fricative. Thiswill result in many incorrect word boundary hypotheses. However, if the
consonant is a stop or a nasal, the vocal tract will be completely closed and hence one
can differentiate better between the cases d vowelsfollowed by a word boundary and
the case of vowels not followed by a word boundary. In Table-7.4, the word boundary
hypothesisation results shown in Table_7.1 are presented in terms of the succeeding
consonant classes for three speakers (1, 2 and 3). It can be seen immediately that the
best performance of the techniqueisfor the class'pauses which consist of vowels

followed by long silences. This observation validates our proposed clue, because in



6v1

Speaker ~ WB hypotheses(WB:WB) at various thresholds Speaker WB hypotheses Hit Correctness Improvement
0 1 2 3 4 (WB:WB) rate
1 40:16 87:25 106:35 115:47  125:63 1 87:25 58% 78% 3.7
2 56:18 86:27 111:40  123:51  124:61 2 B6:27 57% 76% 3.6
3 44:14 67:25 90:34 110:46  119:61 3 67:25 45% 3% 3.4
4 55:20 90:34 108:46 115:58  124:69 4 90:34 60% 3% 3.4
5 53:25 84:47 105:66 116:74 125:81 5 84:47 56% 64% 3.0
6 33:19 56:36 77:42 96:50 108:57 6 56:36 37% 61% 2.9
7 48:25 65:25 89:34  106:43  117:54 7 65:25 43% 2% 3.4
8 50:33 73:41 94:56 109:66 121:72 8 73:41 49% 64% 3.0
9 50:24 74:38 97:47 107:51 118:62 9 74:38 49% 66% 3.1
10 34:23 56:34 76:42 88:53  104:59 10 56:34 37% 62% 2.9
" 34:21 53:30 74:38 89:51 104:58 " 53:30 35% 64% 3.0
(a) (b)

Table_7.3 Results of word boundary hypothesisation using changes in Fi1
position. The results were obtained using F1 position changes to hypot hesi se
word final vowels and from these the word boundares were |ocated using
algorithme6.7. In (a) results are shown in terns of correct word boundary
hypot hese WB) and incorrect word boundary hypotheses(#B). In (b) the results
are shown in terns of Ht rate, Correctness and | nprovenent for a F1 threshold

of 1(= 20Hz).
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vowels followed by pauses, there will be no change in the vocal tract opening, and
hence, the word boundaries following the vowels will be hypothesised correctly by our
technique. Asseen from the results, more than two-thirds of the word boundariesin
thisclass were detected for all the speakers. For the remaining classes, one could
immediately see that the discrimination between the vowels followed by a word
boundary and the vowels not followed by aword boundary is maximum for the stops
and nasals. Thisis expected since stops (vocal or nasal) are precisely the sounds for
which the vocal tract closes completely and hence our algorithm should perform best
for them. In fact for the other consonant classes, the results show that the algorithm
does not distinguish between vowels preceding a word boundary and vowels which do
not precede a word boundary.

From the above discussion one can conclude that the knowledge of the
succeeding consonant can greatly aid in producing better word boundary hypotheses.
However in the context of speech recognition, such information is not easily obtained
though the broadclass to which the consonant belongs (stops, nasals, semivowels etc.) is
known. By making use of such information one can improve upon the above technique.
For example, one can place more confidence in the word boundary hypotheses if the
vowel issucceeded by a stop and alower confidence if the next sound is not a stop.

One important factor that can affect the performance of this word boundary
hypothesisation technique is the speaking rate. This is because the proposed clue was
based on the assumption that it is possible to differentiate vowels that are followed by
aword boundary from the vowels that are word-internal. Changes in the spectrum (in
particular, the F1 position) were used to perform this. However, as the speaking rate
increases, the coarticulation effects across word boundaries will also increase, and the
differences between vowels followed by a word boundary and vowels which are not,

will decrease. Hence one would expect a degradation in the performance of the clue at



high speaking rates. Thisisalso borne out by our results. In our speech data, the
speakers were ordered by their speaking rate, with speaker 1 speaking at the slowest
rate and speaker 11 speaking the fastest. It can be seen that the performance of the
clueisbest for speakers 1 and 2, and least for the speakers 10 and 11.
7.3Word boundary hypothesisation from changesin fir st for mant energy

In the above, aword boundary hypothesisation algorithm that hypothesises
word boundariesfrom changesin the vocal tract configuration was presented. In the
following, another word boundary hypothesisation algorithm that is based on the
relationship between the changesin the excitation (or the source) and the spectra of
word-final vowelsis presented.
7.3.1 Algoritlim for word-final vowel liypotliesisation using changes in F| energy

The proposed technique for hypothesising word boundaries is based on
measuring the spectral changes within a vowel. It is based on the differences in the
spectra of a vowel when the effort put in its production is varied. For vowels uttered
with more effort, the spectrum contains strong formantswhereas for lesser effort the
spectrum will show weak formants [Baken and Daniloff 1991]. Thisisillustrated in
Fig.7.1. Theideafor word boundary hypothesisation is based on the observation that in
some vowels preceding a word boundary, the spectrum o the later haf of the vowel is
dominated by the peak corresponding to thefirst formant(F1). Thiswas explained as
follows. When a vowel is succeeded by aword boundary, the effort put in producing
the vowel decreases and hence the formants weaken due to an increase in the glottal
roll off. However the higher formants weaken faster than the first formant and hence
the first formant F1 will become more prominent in the spectrum. Hence in a
normalised spectrum (total energy set to unity) F1 will have a relatively stronger peak.

It was assumed that the reduction in the effort in producing vowels occursin al
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Fig.7.1 The spectra of the vowel 'a:' produced with (i) a
low effort and (ii) a high effort. It can be seen that in
the spectrum for low effort, the first formant apperas
stronger conpared to other formants.



vowels preceding word boundaries, i.e., in word-final vowels. If this assumption isvalid,
then word boundaries can be detected by looking at the changesin the normalised
spectrum of a vowel. If the higher formant energies show a decrease, ther one can
hypothesise a word boundary after that vowel. However, in practice, the highex
formants are difficult to detect reliably. Hence the detection procedure is modified to
look for steady or increasing F1 energy because a decrease in the energies of the
higher formants in a normalised spectrum implies a relative rise in the energy of F1

peak. The algorithm for word-final vowel hypothesisation [RamanaRao 1992a] isgiven
below.

Algorithm 7.3 Word-final vowel hypothesisation using changesin F1 energy
1. Divide the given vowel into three frames o equal size.
2. Compare the F1 energiesin the normalised spectrad the three frames. If the F1

energy does not decrease from first frame to the third, hypothesise the vowel asa

word-final vowel.

7.3.2 Resultsdf word boundary hypothesisation usng changesin FI energy

The algorithm was applied on the speech data consisting of 2,600 vowels taken
from a total of 110 utterances consisting of 10 Hindi sentences uttered by 11 speakers
described earlier. The results of the word-final vowel hypothesisation are shown in
Table_75.

The results show only a moderate improvement in the ratio of word-final to
word-internal vowels. Also the number of word-final vowels detected by this technique
isquitesmall, between 25 to 35% of the total word-final vowels. Obviously, these
results show that our assumption that all word-final vowels are weak and hence show a

rising F1 energy is not fully correct, even though the hypothesised vowels contain more



Speaker WF hypotheses Hit Correctness |nprovenent:

(WF-W) rate
1 50:17 33% 75% 2.9
2 48:15 32% 76% 3.0
3 36:10 24% 78% 3.1
4 47:18 31% 72% 2.8
5 68:22 45% 76% 3.0
6 48:23 32% 68% 2.6
7 51:19 34% 73% 2.8
8 53:23 35% 70% 2.7
9 54:20 36% 73% 2.8
10 38:19 25% 67% 2.6
11 42:19 28% 69% 2.6

Tabl e_7.5 Results of word final vowel detection using Fl
energy. The results are shown for 11 speakers.



word-final vowels than word-internal vowels.
74 Summary and Conclusions

I n thischapter, two word boundary hypothesisation algorithms based on
changes in the first formant were described. The first algorithm uses changes in the
first formant position to hypothesise word boundaries. Tests with a speech data
consisting of 2,600 vowelstaken from the utterances of 11 speakers showed that nearly
60% of the word boundaries were detected with Correctness about 70%. When
compared with the original distribution of the word boundary and the word-internal
vowelsan Improvement by afactor of 2 was observed.

However, this technique suffersfrom several problems, the important one being
the effects of speaking rate. It was seen that an increase in the speaking rate decreases
the Hit rate and also the Correctness. Thus one needs to find ways of normalising the
technique with respect to the speaking rate. In the absence of this, one may not be able
to use the technique independently, but may use it along with other clues. Thus one
can conclude that while this technique shows promise, it may be advantageous to use it
in combination with other clueswhich are more reliable.

The second word boundary hypothesisation algorithm in this chapter uses
changes in thefirst formant energy to hypothesise word boundaries. Thiswas also
tested on the 2,600 vowel speech data. Results showed that the performance of this
technique was moderate in that it detected about 30% of the word boundaries with
about 75% Correctness.

From the results of the studies, one can clearly see that o the two the technique
using changes in F1 position to hypothesise word boundaries is superior. The reasons
for the poor performance d the second clue may be the following:

1. The assumption that the effort in the speech production drops on every word-final
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vowel may not be fully correct. It is quite likely that this assumption is true only at
some word boundaries and hence the word boundaries detected by this technique will

be limited.

2. It is aso possible for weak vowels to occur in a word-internal position and they may
contributeto the errors.

From the results of these word boundary hypothesisation studies, we can
conclude that techniques based on acoustic-phonetic clues are useful. Since the clues
are based on the speech production mechanism, it islikely that these techniques are

applicablefor other languagesaswell. However, thisisto be explored.



Chapter 8
PERFORMANCE OF WORD BOUNDARY CLUES
IN IMPROVING LEXICAL ANALYSS

8.1 Introduction

I n the preceding chapters, several word boundary clueswere identified and
their performance was presented in terms of the correct and incorrect word boundary
hypotheses and also in terms of Hit rate, Correctness and Improvement. Since the
purpose o identifying word boundaries is to improve the lexical analysis, we conducted
a study to estimate the improvement in the lexical analysistime for a sentence when
word boundaries were hypothesised in it using the variousword boundary clues. In the
study a total of 10 sentences were used. All word boundaries (except sentence
boundaries) were removed from these sentences, and then word boundarieswere
hypothesised using the clues. The resulting sentences with some correct and some
incorrect word boundaries were used as input to the lexical analyser described in
chapter 3, and the improvement in the lexical anaysiswas examined. These studies are

presented in the following sections.

8.2 Studies on thereduction in lexical analysis time due to word boundary
hypothesisation

This section presents the results of studies made to estimate the reduction in
lexical analysistime due to the word boundaries hypothesised using the word boundary
clues. The reduction was estimated for each type of clues, namely, language clues,
lexical clues, prosodic clues and acoustic-phonetic clues, separately.
8.2.1 Performanceof language cluesin improvinglexical analysis

The language clues are to be applied on a symbol string generated by the
speech signal-to-symbol conversion module of the speech recognition system. This

symbol string usually contains some errors, and these errors affect the performance of



the language clues in word boundary hypothesisation. In chapter 4 , it was shown that
the number of correct word boundaries detected and the number of incorrect word
boundary hypotheses produced by the language cluesvary with the percentage errorsin
the input sentences. Hence, to estimate the lexical analysis time for a sentence, which
depends on the number of correct and incorrect word boundaries in the sentence, one
needs to assume some percentage errors in the sentence. In our study, a maximum
error percentage of 15% was assumed in the input sentence. Though such an error
percentage may besmaller than that of many current signal-to-symbol conversion
systems, its choice was justified by the following reasons:(1) Firstly, even if current
signal-to-symbol conversion systems may produce more errors, it is possible to achieve
less than 10% errorsin signal-to-symbol conversion, as shown by the spectrogram
reading experiments[Cole, Rudnicky, Zue and Reddy 1980}, and, (2) more importantly,
beyond this error percentage, the computation timefor lexical analysisisgoing to be
large and beyond our measurement limit of 1 day.

Word boundaries were hypothesised in each of the input sentences in which
some of the phonemes were replaced. The resulting sentences were used as the input
to the lexical analyser and the time for lexical analysis was measured for varying
mismatch costs. Note that a mismatch cost of 1 corresponds to an input error
percentage of 3%(the mismatch cost of 5 corresponds to input error of 15%). The
results of the lexical analysis are shownin Table_8.1. Thelexical analysis times of these
sentences without word boundaries (given in Table_3.4) are also shown in parentheses.

From the results it can be seen that there is a significant reduction in the lexical
analysis time of a sentence when word boundaries were hypothesised in it using the
language clues. However, it can also be seen that the reduction is not uniform. For

some sentences, the reduction is aslarge as 30 whereasfor a few other sentencesthe



Sentence number'

Match
cost 1 2 3 4 5 6 7 8 9 10
0 0 0 0 0 0 0 0 0 0 0
M (O ¢p 0 (0) (0) 0) (0) () )]
1 6 1 3 2 6 21 5 1 0 13
(18 (3 ) (4) (3) 5 3 an - Aa3n @n
2 35 4 15 5 25 124 26 2 1 83
(238)  (20) (62 (36) @7 (6 (16) (149)  (108)  (674)
3 153 15 62 13 86 572 13 4 3 426
2199) (9N (408) (245) (172) (602) (85) (1503) (712) (6988)
4 53 50 246 39 265 2223 457 8 6 1849
(15936) (397)  (2357)  (1532) (996)  (47ST)  (420)  (12261) (3980)  (56712)
5 1546 149 907 1M 723 7553 1720 1% 10 6953
(1401)  (11918) (7444)  (4902)  (31851) (1868) _ (19826)
Table 8.1 The lexical analysis tines (in seconds) for 10

sentences containing word boundaries hypothesised using

| anguage cl ues.
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reduction is as low as 2. This is because in some sentences the language clues
hypothesised all the word boundaries correctly without any errors, whereasin a few
others only a few word boundaries were hypothesised correctly with many incorrect
hypotheses. Tiius there isasignificant variation in the percentages «f correct and
incorrect word boundary hypotheses across the sentences and this resulted in the
variation in the reduction of lexical analysistimes.

Thereductionin the lexical analysis time due to the word boundaries
hypothesised by the lexical clues for one sentence (same as the sentence used in
Section 8.2.1) is plotted in Fig. 8.1. It can be seen that there is a significant reduction in
thelexical analysistime due to theword boundaries hypothesised by the language
clues. Moreover, the reduction increases exponentially with increasing mismatch cost
between the sentence and an alternate word string.

8.2.2 Performanceof lexical cluesin improving lexical analysis

A study similar to the one above for language clues was carried out using lexica
clues. In thisstudy also, a maximum error percentage of 15% was assumed in the input
sentences and the lexical clues were used to hypothesise word boundaries in the
erroneous sentences. The resulting sentences were used as input to the lexical analyser
and the results of the lexical anaysisare shownin Table_8.2.

From the Table one can observe that there is a reduction in the time for lexical
analysis due to the word boundaries hypothesised by the lexical clues. However, it can
also be seen that the reduction in the lexical analysistime is much less when compared
to that of the language clues. Thisis because the lexical clueswere able to hypothesise
lesser number of word boundarieswhen compared to the language clues. Also, asin
the case of language clues, the percentages of correct and incorrect word boundary
hypothesesvaried across the sentences and hence there is a corresponding variation in

the reduction in the lexica anaysistimesfor the sentences.
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Fig.8.1 An illustration of the reduction in the |exica
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cl ues, nanely, |anguage clues (marked by .), lexical clues
(marked by +), prosoidc clues (nmarked by X) and acoustic-
phonetic clues (marked by *). It can be seen that the
reduction in the lexical analysis tinme is maxinmm for
prosoi dc and | anguage cl ues, whereas for |exical and
acousti c- phonetic clues the reduction is nuch |ess.



Sentence number

Match
cost 1 2 3 4 5 6 7 8 9 10
0 0 0 0 0 0 0 0 0 0 0
S PIN{)! M 0 (0 0 (0) 0 ) @
1 7 2 3 5 2 2 3 12 5 14
18) 3 €9 4) (3) (5) 3 (QRD] (13 (€p]
2 69 6 23 26 6 13 16 117 35 169
(238) (20) (62) (36) 27 (64) (16) (149) (108) (674)
3 506 23 17 120 20 69 86 893 204 1501
(2199) (97 (408) (245) (172) (602) (85) (1503) (712) (6988)
4 840 79 495 503 62 303 420 5634 1009 10631
(15936) (397) (2357) (1532)  (996) (4757)  (420) (12261) (3980) (56712)
5 13674 241 1795 1939 174 1166 1901 26022 4380 _
(1401) (11918) (7444) (4902) (31851) (1868) _ (19826)
Table- 8.2 The lexical analysis times (in seconds) for 10

sentences containing word boundaries hypothesised using

| exi cal

cl ues.



Thereduction in the lexical analysis time due to'the word boundaries
hypothesised by the lexical cluesfor one sentence (same as the sentence used in
Section8.2.1) isalso plotted in Fig. 8.1.

8.2.3 Performanceof prosodic cluesin improvinglexical analysis

Unlike the language and lexical clues, the prosodic and the acoustic-phonetic
clues can be applied directly on the speech signal(though some prior segmentation o
sounds is needed). The prosodic clues of pause, duration and pitch were used together
(Algorithm 6.6&6.7 together) to hypothesise word boundaries in the input utterances.
The utterances were obtained by one native Hindi speaker reading the 10 sentence text
used. Using the word boundary hypothesesthe lexica anaysistimeswere estimated for
the input sentences at various input error rates. The resultsare shown in Table_8.3. It
can be seen that there is a significant reduction in the lexical analysistimes for all the
sentences.

Thereduction in the lexical analysis time due to the word boundaries
hypothesised by the prosodic clues for one sentence (same as the sentence used in
Section 8.2.1) isalso plotted in Fig.8.1.

824 Performance of acoustic-phonetic cluesin improvinglexical analysis

Word boundaries were hypothesised in the input utterances using the acoustic-
phonetic clues (both clues applied together). Using these word boundary hypothesesin
the sentences the lexical analysis times were estimated. The results are shown in
Table_84. From the table, it can be seen that thereisareduction in the lexical anaysis
timesfor the sentences due to the word boundaries hypothesised by the acoustic-
phonetic clues.

The reduction in the lexical analysis time due to the word boundaries

hypothesised by the acoustic-phonetic clues for one sentence (same as the sentence



Sentence number

Match
cost 1 2 3 5 & 7 8 9 10
0 0 0 0 o] 0 0 0 0 0
1 ({4)] (@D (49)) ()} D) (D} (@) 2
1 4 0 5 1 5 Q 3 5 9
(18) 3 €p] (3 (5 3 (i (13) 47)
2 25 1 24 4 27 1 13 21 43
(238) 20) (62) (36) 27) (64) (16) (149) (108) (674)
3 118 2 92 12 118 3 49 82 178
2199) (97 (408) (245) (172) (602) (85) (1503) (712) (6988)
4 438 3 302 31 43S 8 163 290 615
(15936) (397) (2357) (1532) (996) 4757) (4620) (12261) (3980) (56712)
5 1329 5 865 109 72 1393 17 495 909 1848
(1401) (11918) (7444) (4902) (31851) (1868) (19826)
Table 8.3 The lexical analysis times (in seconds) for 10

sentences containing word boundaries hypothesised using

prosodi ¢ cl ues.



Sentence number

Hatch
cost 1 2 3 4 5 6 7 8 9 50
0 0 0 0 0 0 0 0 0 0 0
(b} (0) (@b (0) (0) (0) (0) (0) 1) (2)
1 19 6 6 5 7 6 7 22 5 12
(18) 3 (49 (&) 3 (5 (3) (11 (13) 47)
2 140 20 29 18 38 32 27 163 21 68
(238) (20) (62) (36) 27 (64) (16) (149) (108) (674)
3 777 61 115 63 167 134 96 898 83 307
2199 (97 (408) (245) (172) (602) (85) (1503) (712) (6988)
4 3407 161 372 196 664 496 316 4001 298 1143
(15936) (397) (2357) (1532) (996) (4757) (420) (12261) (3980) (56712)
5 12694 387 1017 550 2366 1676 990 15023 942 3578
(1401) 11918) (7444 (4902) (31851) (1868) (19826)
Table 8.4 The lexical analysis times (in seconds) for 10

sentences containing word boundaries hypothesised using
acousti c- phonetic cl ues.



used in Section 8.2.1) isalso plotted in Fig.8.1.
8.3 Summary and Conclusions

In thischapter, a study was reported in which the performance of the various
word boundary clues, namely, the language, lexical , prosodic and acoustic-phonetic
clues, in reducing the lexical analysis time was estimated. The clues were used to
hypothesise word boundaries in a Hindi sentence and the resulting sentence with some
word boundaries was used as input to the lexical analyser. It was shown that all the
clues resulted in word boundary hypotheses which significantly reduced the lexical
analysis timefor the sentence. Thisisillustrated in Fig.8.1, where the reduction in
lexical analysis time was plotted against the mismatch cost. Among the clues, prosodic
and language clues performed best reducing the lexical analysis time by a factor of 68
for 15% input error. On the other hand, the performance of the lexical and acoustic-
phonetic clueswaslesswith reductions of 4 and 14 respectively.

The results of the study demonstrated the utility of the word boundary clues
proposed in this thesisinimproving the performance of alexical analyser. It wasalso
shown that among the word boundary clues, the language and the prosodic clues

perform significantly better than the other clues, namely, lexical and acoustic-phonetic

clues.



Chapter 9
SUMMARY AND CONCLUSIONS

In this thesis, several clueswere identified for word boundary hypothesisation in
continuous Hindi speech. The clues were based on various knowledge sotrces such as
syntax and semantics (referred as language knowledge), lexicon, prosody and acoustic-
phonetics. Using each of these knowledge sources, some clues were proposed for word
boundary hypothesisation and their utility wasverified in the context of speech
recognition. Brief summaries of these studies are given below.

In the first study (described in chapter 3), the significance of word boundary
hypothesisation in the context of continuous speech recognition, and, in particular, in
the lexical analysis stage, was established. In this, experiments were conducted to
estimate the reduction in the number of alternate word sequences produced by a
lexical analyser and also the reduction in the time taken for lexical analysis, due to the
presence of word boundaries in the input. Results showed that both the number of
alternate word sequences and the time for lexical analysis were reduced, but the
reduction was larger in the time taken for lexical analysis. Thisimplies that the main
effect of word boundary hypothesisation isin reducing the time spent on lexical
analysis. Since lexical analysisis expected to be the most time consuming stagein
speech iecognition, the presence of word boundaries will significantly reduce the
overall speech recognition time.

Studies were also conducted on the effect of word boundary errors on the time
spent on lexical analysis. It wasfound that even when an input sentence contained 50%
word boundary errors, the time for lexical anaysis was significantly less than the time
for lexical analysis of the sentence without word boundaries.

The above study conclusively established the importance of word boundary

hypothesisation in improving the performance of alexical analyser. The next four



studies (reported in chapters 4, 5,6 and 7) are on the evaluation of some word
boundary clues proposed by'us. In each of the studies a particular feature of Hindi |
speech is examined and clues were proposed for hypothesising word boundaries based
on these features. The performance of each of these cluesin improving lexical analysis
Isdiscussed in chapter 8.

Thefirst study on identifyingword boundary clues examined the use of word
frequency information. The clues proposed are the phoneme sequences corresponding
to the frequently occurring function words. The idea was to spot these cluesin a Hindi
text and hypothesise word boundaries around them. It wasfound that the clues
detected nearly 70% of the word boundaries with incorrect word boundary hypotheses
less than 20% for correct texts. Even when the input text contained errorsin 50% of
the phonemes, the clueswere able to detect about 35% of the word boundaries.

In the second study (described in chapter 5), the constraints on Hindi phoneme
sequenceswere proposed asword boundary clues. The cluescorrespond to the
phoneme sequences which do not occur in any Hindi word. By spotting such sequences
ina correct text, nearly 50% of theword boundarieswere detected with incorrect
hypotheses less than 15%. When the input text contained errorsin 50% of the
phonemes, the clues detected 50% of the word boundaries correctly with incorrect
hypothesesaround 40%.

In the third study (described in Chapter 6), cluesbased on the prosodic features
of Hindi, namely, pause, duration, and pitch were used as clues to hypothesise word
boundaries. The performance of each of these clueswas estimated using a speech data
of 110 sentences produced by 11 speakers. A technique which combines these clues
together was proposed and it was found that nearly three-fourths of the word

boundaries were detected with incorrect hypotheses|ess than 20%.



Inthelast study (described in chapter 7), two word boundary clues were
proposed which are based on the changes in the vocal tract configuration (as reflected
in F1 position) and the excitation (as reflected in F1 energy). These clues were applied
on a 110 sentence speech data uttered by 11 speakers. Results showed that the chunge
in F1 position isuseful in hypothesising word boundaries while the change in F1 energy
seemsto be relatively less useful.

The performance of the word boundary clues identified in the above four
studiesin reducing lexical analysis timeisestimated in chapter 8. I n thiseach type of
word boundary cluesisapplied on a text of 10 sentences and the resulting sentences
wereinput tothelexical analyser. Thelexical analysis timesfor these sentences were
compared to the lexical analysistimesfor the same sentences without word boundaries,
and the reduction in the time due to the hypothesised word boundaries is estimated. It
was found that the reduction is higher for prosodic and language clues whereas for
lexical and acoustic-phonetic cluesit isless.

From the studies reported in this thesis, the following conclusions are drawn:

1 It is possible to detect many word boundaries in Hindi speech. Thisisan important
contribution of thisthesissince in many of the earlier studies, only a few word
boundaries were detected reliably. On the other hand, in our studies, the prosodic
clues of pitch, duration and pause, together detected more than 70% of the word
boundaries in the utterances with incorrect hypothesesless than 20%. Similarly, clues
based on language knowledge and lexical knowledge also detected a large number of
word boundaries.

2. The language knowledge and prosodic knowledge seem to be the most promising
sourcesfor cluestoword boundaries. Thisisevident from our studiesinwhich
techniques based on these knowledge sources provided the best results. Moreover in

most of the other techniques also the language features are exploited to detect word



boundaries. For example, the technique of detecting word boundaries using changesin
F1 frequency, utilises the fact that in any Hindi text nearly 70% of the words end in
vowelswhich isalanguagefeature. Smilarly in the technique based on duration also, it
is the language features that are exploited. However this also means that the
techniques developed may not work for other languages as different languages have
different features and their prosody also differ. Hence one needs to develop different
techniquesfor different languageskeeping in mind the peculiaritiesd’ those languages.
Another disadvantage, especially for clues based on presodic knowledge, isthat it
depends on the speaker also, whether the speaker isa native or a nonnative speaker.
3. Acoustic-phonetic knowledge based clues can al so be used to hypothesise word
boundaries (for example, the clue of changesin F1 reported in this thesis). However, it
appears that the applicability of these cluesis limited to dow speech because in rapid
speech the distinction between word-internal and word-final sounds decreases. But
such clues may still be useful in conjunction with other clues possibly based on the
other knowledge sources. One important advantage with these cluesis that they are
language independent and hence are applicable for a number of languages which have
similar soundswhereas all the other cluesarelanguageand speaker dependent.
Suggestionsfor further work

The work reported in this thesis established the significance o word boundary
hypothesisation in speech recognition and also identified several clues to hypothesise
word boundaries. However, a number of issues are still to be resolved. These are
discussed below.

One important issue which was not addressed in this thesisis the integration of
the various word boundary clues to develop a word boundary hypothesiser. Thisis

because, the clues identified are applicable on different types of inputs. For example,
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the language and lexical clues are to be applied on a symbol sequence produced by a
speech signal-to-symbol converter, whereas the prosodic and the acoustic-phonetic
cluesare to be applied on the speech signal or some representation of it. Hence, it may
not be possible to develop a single word boundary hypothesiser module. Moreover, to
apply all the clues together, one needs to assign relative confidences to each of the
clues and then build a mechanism to combine these confidences. However, assigning
the confidencesis not an easy task. For example, from the results of the above studies,
a simple suggestion may be to place more faith in the prosodic and higher level
linguistic clues and give less weightage to the rest. However, such choices are very
much affected by the task context. For example, if the task is small vocabulary
connected word recognition, such as a telephone help facility, one may find more use
to the acoustic-phonetic and lexical clues rather than the prosodic and the higher level
linguistic clues since the sentences (or word sequences) do not have much structure.
On the other hand, if the task is large vocabulary speech recognition, the reverse may
be true. For conversational speech, it may be something in between these. Another
problem with some of the clues, viz. prosodic clues, is that they are also speaker
dependent to some extent. Hence a better view isto treat each of these clues as part of
the respective knowledge sources and apply them in the overall speech recognition
context rather than try to build aword boundary hypothesiser module separately.

One other issue not addressed in the thesisisthe verification of the proposed
clues by performing perception studies in which these clues can be verified using
human subjects. The approach taken by usin this thesisis more of an engineering one
in that we posed the problem of word boundary hypothesisationand tried to find clues
which can aid in solvingit. It is quite possible that the cluesidentified by us may or may
not be used by humans when they recognise speech. Obviously studies on human

perception need to be performed to establish this. Such perceptual studies will not only
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establish the reliability of the clues but may also provide ideas on how the clues are to
be applied. ‘
Based on the above, we suggest the following studies on word boundary

hypothesisationfor further work.

1. Studies to find more clues, especially clues based on the acoustic-phonetic
knowledge.

2. Studies on human perception of word boundaries, in line with studies done for
English [Butterfield and Cutler 1990; Cutler and Butterfield 1990a, 1990b, 1991b], to

establish whether the proposed clues are used by humansin their recognition of

speech.
3. Once a sizable number of clues are identified, one can also investigate the

integration of the cluesto develop aword boundary hypothesiser for Hindi speech.
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