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Summary

Quest for new speaker dependent features
ig a constant problem in the design of auto-
matic speaker recognition systems. In
speech, information about the speaker ugually
arises along with the semantic information
which makes its independent use difficult.

In this paper, a method based on linear
prediction (LP) analysis is described which
yields features that are more speaker deven-
dent than the usual linear predictor coeffi-
cients (LPC). In this method the IPC
contours are obtained through cascade reali-
zation of digital inverse filtering (DIF) for
speech signals. A low order (2-4) DIF
removes the gross spectral characteristics
such gs the large dynamic range and some
significant peaks which tend %o mask the
weaker formants. Visual comparison of the
contours and a preliminary statistical
anglysis indicate that the LPC contours
obtained by processing the output signal of
the first stage contain better features for
speaker dependency than the direct LPC
contours.

Introducticn

Linear Prediction (IP) analysis provides
an efficient means of representing speechl.
The parsmeters of the all-pole model of
speech production agsumed in IP analysis are
obtained by minimizing the total squared
error over a chosen length of speech segment.
The LP formulation can be viewed asg designing
an optimum digital inverse filter (DIF)

(an gll-zero filter of order M) such that the
output energy for a given input speech seg-
ment is minimized, In spectral domain this
may be interpreted as minimizing the inte-
grated ratio of the actual power spectrum,
P(w) of t%e original signal to the modelled
spectrum, P(w), The inverse spectrum of
the all-zero filter for a given order M,
represents the best spproximation to the
envelope of the short time spectrum of the
speech segment. The mathematical steps
involved in the autocorrelgtion formulation
of LP analysis are summarized below.
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Al though the ILP coefficients {ak}
have been originally suggested to
represent speech information their effective-
negss in agutomatic speaker recognition ha
also been explored in recent studiegZ:5:4,
The advantages of using {2y} in an automatic
speaker recognition system are: (1) the
are easily determined from speech and (zg
they represent combined information about
the formants, their bandwidths and the
glottal waveform., Sambur® also observes
that {a are slightly superior to formants
for gpéakéer recognition. As adjacent ay
contours are highly correlated, Ssmbur
suggests that only IPC contour sets which
are widely spaced in number (such as a ~ay -
a,) need be used to obtain good speake
chognition scores. Also the recognition
potentiagl is not reduced if the order of
linear prediction is reduced from 12 to 8.

To exploit the LP analysis technique
for extracting better spesker dependent
features, it i1s worthwhile to note the
nature of spectral envelope produced. by the
DIF, Sinee the coefficients are obtained
by minimizing P(w )/P () , the approxi-
nation would be better at the peaks of the
P (w)l, 1If there is a sharp formant peak
the approximation at the peak would improve
as M is increased., It is gquite possible
that increasing the order may not provide
good approximation to higher formant peaks
which wege found to be good speaker dependent
features®. As a result {a nay not

possess all the significant”  speaker infor.

mation. This also explainsg Sambur's
observation that recognition accuracy is not
reduced by reducing the order of the DIF
from 12 to 8,
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The high correlztion between adjacent
LPC contours is also not entirely unexpected
if the 7 vs. M curve® is observed. For the
addition of every odd coefficient only a
regl zero is added, which approximates the
slope of the spectrum but not the formant
peaks. This is because two coefficients are
required t0 specify = complex pair of roots
which produce a formant peak.

Another point which is worth noting is
that one obtains g surprisingly high intelli-
gibility of speech synthesized using only a
predietor of order 2, which wgs utilized by
Makhoul in speech recognition +8,  Thisg
clearly shows that most of the semantic
information in speech can be obtained in the
temporal variation of the coefficients of a
low order predictor, which gpproximate only
the zross spectral behaviour, Hopefully,
the "spezaker dependency is present to a
significant extent in the output of an
inverse filter of g wvery low order.

A quick survey of speaker recognition
literature indicates that most of the
'systems' considered so far are exploratory
studies egtablishing the feas%bility of
automatic speaker recognition”., Most of
these works concentrate on search for effi-
cient features providing a speaker's identity
such as spectral features, pitech, fOrmantsi
nasals and those derived from LPC's. Wolf 0
and Sambur? recently stressed the importance
of feature selection and evaluation., A
feature could be a scalar feature or a
vector feature describing the contour of a
particular parsmeter in an utterance. The
objective of this paper is to investigate the
speaker dependency of the cascaded DIF
coefficient contours.

Cascade Rezligzation

The output of g low order DIF for an
input speech signzl contalns information
about piteh, formants and glottal waveform
since the first stage merely removes the
gross spectral features. To extract the
information agbout formants an 8th or 10th
order (corresponding to 4 or 5 formants) DIF
should be derived from the output of the
first stage. This method of cascading two6
stages of DIF hos been suggested by Markel
to extract the weaker and closely spaced
formants and also by Makhoull to reduce the
dynamic range of +the speech spectrum thus
reducing the ill-_conditioning of the auto-
correlation magtrix.,

Fig. 1 shows the reciprocal of the DIPF
spectrum when the direct form (M = 12) and
a cascade form of two stages (M; = 2 and
M, = 8) are used. It is very ~clear that
tﬁe third formant which does not appear in
Pig. 1a shows up well in Fig. 1b. This
Tormant information is reflected in the
second stage DIF coefficients which provide
useful fegture for speaker recognition.
Pig, 2 describes both the direct and cascaded
forms of DIF. If we assune that the total
mean sqguared error is same in both cases,

(it will not be, in genersl) we may write
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Fig. 1: Reciprocal of DIF gpectrum for a
voiced speech signal (a) Direct form(M=12)
{v) cascaded form (M1=2, Mg=8)
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Pig.2: Digital inverse filtering (a)Direct
form (b) cascaded form
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Equations (1) and (2) give the relation bet-
ween processing of speech by direct DIF and
cascaded DIF  gnd these provide the basis

on which the features from the two approaches
can be compared,

In Pig. 3 the contours of aq for two
speakers showing the inter and intra
speaker variation are given. The remarkable
similarity of the shape of the contours may
be observed. The coefficient contours of
first stage of cascaded DIF (b, contours)

also are strikingly similar. lon the other
hand the coefficient contours of second stage ! By B2
(¢, contours) bring out the inter-speaker \‘{\\;
variation in the features. A detailed

statistical analysis is being performed on
these features to support our hypothesis.

Fig. 4: b, contour for the ubterance 'Have
you seen Bill?' showing inter and
intra spesker variation

Fig. 3: a4 contour for the utterance 'Have

Y , X
gggrzeggegiéi'vaigggigi inter and Pig.5: ¢, contour for the utterance 'Have you

. - - seen Bill?' showing inter and intra
A; sutterance i(%—l,z) of speaker A cpesker variation g
By tutterance i(i=1,2) of speaker B +
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Teature Bvaluglbion

This gection describes the data base and
nrocedures being followed to demonstrate the
use of cascaded DIF coefficients as features
in an automatic speaker recognition scheme.

Data Base

Examples of speech from 11 adult Indian
speakers are used in these studies. The
speakers are all staff of Indian Institute
of gecience with 9 men and 2 women. The
recording was done in a single session. The
speakers were not given any special training
and were asked %o speak normglly and they
were informed of the nature of the exveriment
BEach speaker uttered his/her nsme followed
by 10 utterances of each of the two sentences

(i) Have you seen Bill?
(ii) We were away a year agO.

The speakers belong to different linguistic
groups of India (5 Telugu, 4 Kennada, 1
Walayalam, 1 Marathi) and English was not

the mother tongue of any of them. The
English pronuncistion of an average Indian is
influenced by hls native languasge and by )
itself may provide a clue to speaker recogni-
tion but thig aspect ig not explored in the
present study.

The analog recording of these utterances
was done in an anechoic chamber with a BEL
studioc type single channel tape recorder and
a Shure microphone. The speech was sampled
at 20 KHz without prefiltering and gquantigzed
uniformly %0 12 bit accuracy and stored on
digital magnetic tape.

Bvsluation Procedure

The feature that was considered for
preliminary analysis was ¢, contour. Each
utterance has a duration of gbout 0.83 to
1 sec. Only the utterance 'Have you seen
Bill?' of 5 speakers has been uged in this
analysis. Each contour spanned 35-42 frames
of 476 samples each and thus each is g vector
of 35-42 components., The average velue of cq
over the speech segment 'Have' is considered
as a scalar feature snd compared with thS
corresponding value of a, using F-ratioil.
The c¢q and aq contours are also comparedas
vector features by means of Wilk's lamba
statistic.

Discugsion

The F_ratio obtained for the particular
feature selected from ¢, is 100 as gompared
to 8 for the correspon%ing feature from a,.
Similarly the Wilk's lambda statistic has
also shown that ¢, is superior to aq. While
this ig yet an inadequate proof "for
establishing the superiority of ¢, contour
over a., contour as a spealker dependent
featur%, it supports the hypothesis proposed
in the paper. However, a detailed analysis
of 211 the coefficient contours {cﬁ} over the
complete data set can confirm the validity

of this conclusion. Statistical analysis by
itself does not solve the feature selection
problem, Performance error in a simulated
recognition scheme utiliging this particulgr
feature provides the finagl answer towards
its usefulness.
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