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Abstract. In this paper, we propose an approach for separating speech
of individual speakers from a multispeaker speech signal using excita-
tion source information. The proposed approach is demonstrated in a
two-microphone case. The main issue in the two-microphone case is the
estimation of delay of each speaker. We propose a method for delay es-
timation in multispeaker case using the knowledge of excitation source
information. The estimated delays are used for deriving weight functions
for each speaker. The weight functions are used for extracting the exci-
tation sequences for each of the speakers. The separated speech for each
speaker is synthesized using the extracted excitation sequence. The pro-
posed approach is illustrated for three speaker speech data collected over
two spatially distributed microphones.

1 Introduction

One of the challenging problems in signal processing is separation of speech due
to each individual speaker from a speech signal collected by a microphone when
several speakers are speaking simultaneously [1-3]. The problem is compounded
by the fact that the signal is corrupted by both additive (environmental) noise
and room reverberation. The only clue one may have for this separation problem
is the difference in the characteristics of each individual voice. But it is almost
impossible to determine the characteristics of the individual voices from the
combined speech collected by a microphone.

The problem becomes less complicated if the speech signals are collected
simultaneously at two or more spatially distributed microphones [3,4]. In such a
case the feature one could exploit is the delay in the speech signals produced by
an individual at any two microphone locations. The delays are different for each
speaker, as no two speakers can be exactly at the same location. Some special
and trivial cases such as locations along the perpendicular bisector of the line
joining the two microphones are ignored for the time being, as such cases can
easily be handled by using a large number of spatially distributed microphones.



In the present study the data recording scenario involves collection of speech
produced by three or more speakers speaking simultaneously using two micro-
phones separated by about 1.5 m. The microphones are approximately 1 to 2
m from the speakers. The recording is done in a laboratory environment with
associated background noise and reverberation. The locations of speakers and
microphones are fixed throughout the recording, so that all the delays are con-
stant. The speech data is sampled at 8 kHz, and hence accuracy of the delay is
limited to the sampling interval.

There are several methods proposed in the literature for multiple speaker
separation. Most of them use either blind deconvolution or Independent Com-
ponent Analysis (ICA) methods [3,5-7]. Moreover, the methods rely on the
spectral characteristics of the signal and the differences in the fundamental fre-
quencies of the individual speakers. In this paper we propose a method based on
the information in the excitation characteristics of speech production. Speech is
produced as a result of exciting time varying vocal tract system with time vary-
ing excitation. The significant excitation is mostly due to impulse-like excitation
caused at the onset of bursts and around the instants of glottal closure in voiced
speech. Thus the excitation of the vocal tract system may be considered as a
sequence of impulses, located at random instants for non-voiced sounds and at
regular quasi periodic instants for voiced sounds. The relative positions of these
impulses in the speech remain constant at any microphone location in the room.
Only delay between two microphones will change depending on the locations of
the microphones in the room.

The paper is organized as follows: In Section 2, we discuss the issues in
the time delay estimation of individual speakers using the speech signals at the
two microphones. The processing of excitation source information using time
delays and deriving the weight function to extract the excitation information of
individual speakers is discussed in Section 3. The results of speaker separation
from a three speaker speech signal are also discussed in this section. Section 4
gives a summary of this work.

2 Time delay estimation

Estimation of the delay between two microphone signals can be done better
in the excitation component of the speech signal, rather than in the speech
signal itself [8-10]. For this estimation even an approximation to the excitation
component may be useful. Hence in this paper we propose the use of residual
derived from the speech signal by Linear Prediction (LP) analysis [11]. The LP
residual is the error between the speech signal and its predicted value and is
given as e(n) = s(n) — §(n), where §(n) is the predicted value of s(n). We use a
12th order LP analysis on each 20 msec frame of speech data, using a frame shift
of 5 msec between successive frames. The LP residual has large error around the
onset of bursts and around the instants of glottal closure. But the polarity of the
samples of the residual signal vary at each of the these instants. Therefore we
propose to use the Hilbert envelope of the residual signal, which shows strong



peaks around the excitation impulses. The Hilbert envelope is the magnitude of
the analytic signal derived from the LP residual [12,13]. The analytic signal of
the LP residual is given as e(n) + jep(n), where e(n) is the residual and ey (n) is
the Hilbert transform of e(n). The Hilbert envelope of the LP residual is defined
as h(n) = \/e2(n) + e3(n). Fig. 1 shows the speech signal, its LP residual and
the Hilbert envelope of the LP residual.

Time (msec)

Fig. 1. (a) Speech signal, (b) LP residual, and (c) Hilbert envelope of the LP residual.

Fig. 2 shows the Hilbert envelopes of the LP residuals of the speech signals
collected at two microphones (mic-1 and mic-2). The speech signal is the speech
produced by three speakers speaking simultaneously. The delay between the sig-
nals of each speaker is obtained by computing the cross correlation function of
the Hilbert envelopes of the two microphone signals. Cross correlation is per-
formed using a frame size of 100 msec and a frame shift of 5 msec [8,9]. Fig. 3
shows the locations of peaks in the cross correlation as a function of the frame
index. Each frame index corresponds to the shift of 5 msec. Fig. 4 shows the
normalized plot of the number of points for each delay. The three strong peaks
correspond to the time delays between the microphones due to each speaker.
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Fig. 2. Hilbert envelopes of the LP residual of (a) mic-1 and (b) mic-2 signals.

3 Processing excitation source information

Using the estimated delays and the Hilbert envelopes of the LP residuals, one
can separate the excitation information corresponding to each speaker as follows.
Keeping the Hilbert envelope of mic-1 as reference, the Hilbert envelope of mic-
2 is shifted by one of the three delays, and the minimum of the two Hilbert
envelopes is obtained. The minimum function obtained for each speaker using
the respective time delays are obtained as shown in Fig. 5. The relatively high
values in the minimum function indicate the significant excitation regions of the
desired speaker.

The minimum function of each speaker is processed further to derive a weight
function which gives more emphasis to the desired speaker. The weight function
is used to multiply the LP residual of mic-1 to obtain the modified residual for
each speaker. The modified residual is used to excite the time varying all-pole
filter derived from the mic-1 signal. Note that the all-pole filter is derived from
the combined signal. The weights of the residual emphasizes the desired speaker
even though the spectral characteristics are not changed. Fig. 6 shows the LP
residual of mic-1 and the modified residuals for the 3 speakers. The separated
speech signals by the proposed approach are also shown in Fig. 6.
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Fig. 3. Location of peaks in samples as a function of frame index.
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Fig. 4. Number of points for each delay normalized with respect to the total number
of points.
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Fig. 5. (a) HE of mic-1 signal, (b) HE of speaker-1, (c) HE of speaker-2 and (d) HE of
speaker-3.
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Fig. 6. (a) LP residual of mic-1 signal,(b), (¢) and (d) Modified residuals of speakerl,
speaker2 and speaker3 respectively, (e), (f) and (g) Synthesized speech signal ofspeakerl,

speakerZand speaker3 respectively.



4 Summary and conclusions

In this paper, we have proposed a method to separate speech signals of individual
speakers from multispeaker speech signal using excitation source information.
The results show that it is indeed possible to separate the speech of individual
speakers from a two microphone data. The separation would be better if the
data from the mic-2 is also used for separation of the signals. Due to significant
differences in the levels of speech of the speakers, it is not possible to separate the
speakers effectively using only two microphone data. If more number of spatially
distributed microphones are used, then it is possible to separate the speakers
significantly better than what can be achieved from two microphones. In practice
there may be some movement of the speakers. In such a case the delays have
to be computed as a function of time. These issues are being addressed in our
ongoing research.
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