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Abstract
In this paper we study the effectiveness of prosodic features for
speaker verification. We hypothesize that prosody is linked to
linguistic units such as syllables and prosodic features can be
better represented with reference to the syllabic sequence. For
extracting prosodic features, speech is segmented into syllable-
like regions using the knowledge of vowel onset points (VOP).
We use a technique based on excitation source information to
detect VOPs automatically. The location of VOPs serve as ref-
erence for extracting prosodic features directly from speech sig-
nal. Various parameters are used to represent the pitch and en-
ergy dynamics of the region between two consecutive VOPs.
The effectiveness of the derived prosodic features for speaker
verification is demonstrated on NIST SRE 2003 extended data.
The complementary nature of prosodic features and spectral
features help to improve the accuracy of the combined speaker
verification system.
Index Terms: prosody, speaker verification, syllable, vowel on-
set point, F0 contour.

1. Introduction
Speaker characteristics are manifested in speech signal as a re-
sult of anatomical differences inherent in speech production
organs and differences in learned speaking habits of individ-
uals [1]. Characteristics of a speaker can be represented us-
ing short term and long term features [2]. Short-time features
are capable of reflecting the physiological difference among the
speakers. The long term features mostly represent the habitual
attributes of a speaker such as prosody and idiolect. Prosody is
a term used for representing characteristics such as intonation,
timing and stress in a collective manner.

Current text independent speaker verification systems rely
mostly on spectral features derived through short term spectral
analysis. This approach does not attempt to model the long-
term speaker-specific characteristics present in the speech sig-
nal. The long-term features are relatively less affected by chan-
nel mismatch and noise. In order to incorporate long-term fea-
tures, system generally require significantly more data for train-
ing. Hence in 2001, NIST introduced the extended data task
which provides multiple conversation sides for speaker training
[3]. This helps in the study of long-term features for speaker
verification. A workshop was conducted at the John Hopkins
University to explore a wide range of features for speaker veri-
fication using NIST 2001 extended data task as its testbed [4].

In general, the existing approaches followed for extraction
of prosodic features can be broadly categorized into two. One
approach uses the explicit segment boundaries obtained using
automatic speech recognizer (ASR), for extracting various dura-
tion, pitch and energy features for each estimated syllables [5].
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t for applications like speaker recognition, the use of ASR
y not be needed. In the other approach, inflection points and
rt or end of voicing of pitch and energy trajectories are used
egment the speech signal and features are derived from lin-
stylized segments of pitch and energy contour [6]. This ap-
ach has the advantage that features are derived directly from
speech signal. In this paper, we propose a technique based
vowel onset points for extracting prosodic features directly
m speech signal. This method combines the salient features
both the approaches mentioned above, namely, the associa-

with the syllabic pattern as in first approach, and extraction
eatures without using ASR as in the second approach.
This paper is organized as follows: Section 2 discuss the

aker-specific aspect of prosody. In Section 3, automatic ex-
tion, representation and modeling of prosodic features for
aker verification is described. The results of our experimen-
studies are discussed in Section 4. The final section summa-
s the studies.

2. Speaker-specific Aspect of Prosody
s not just the physiological aspects of speech production or-
s of a speaker that influence the way an utterance is spo-
. It is also influenced by the habitual aspect of a partic-
r speaker. The acquired speaking habits are characteristics
rned over a period of time, mostly influenced by the social
ironment and also by the characteristics of the first/native
guage in the ‘critical period’ (lasting roughly from infancy
il puberty) of learning. The prosodic characteristics as
nifested in speech give important information regarding the
aking habit of a person.
Pitch is a perceptual attribute of sound. The physical corre-
of pitch is the fundamental frequency (F0) of vibration of

al folds. It is speaker-specific due to differences in the phys-
l structure of the vocal folds among speakers. The average
ue of F0 is generally higher for children and females, due
maller size of the vocal folds. Researchers have attempted

capture the global statistics of F0 values of a speaker us-
appropriate distributions for speaker verification task [7].

e F0 value is controlled either by varying the subglottal pres-
e or laryngeal tension or a combination of both [8], which
peaker-specific. The dynamics of F0 contour is influenced
several factors such as the identity of the sound unit spoken,
ition with respect to phrase/words, context (the units that
cede and follow), speaking style of a particular speaker, in-
ation rules of the language, type of sentence (interrogative or
larative) etc. But when the same text is repeated by the same
aker in the same context, F0 contour characteristics are con-
ent for a particular speaker, but different across speakers as
onstrated in Fig 1. The speaker-specific information present
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in F0 contour and energy variations are useful for modeling a
speaker.
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Figure 1: Variation in F0 contour dynamics of four
different speakers while repeating the same text
(Sunday ,Sunday ,Sunday). Figures show the F0 con-
tours of (a) a child, (b) and (c) two different males, and (d) a
female speaker.

3. Prosodic Features for Speaker
Verification

Prosody is linked to the underlying syllable sequence [9], and
it is meaningful to associate the prosodic features to the syl-
labic sequence. The association of syllable sequence with F0

contour, as used in this study is shown in Fig. 2. Segmentation
into syllable-like regions is accomplished with the knowledge
of vowel onset points (VOP) as illustrated in Fig. 3(a), where
VOP refers to the instant at which the onset of vowel takes place
in a syllable. A technique based on the excitation source infor-
mation for extracting the VOPs from continuous speech is used
in this study [10]. It uses the Hilbert envelope of linear predic-
tion (LP) residual which represents the strength of excitation.
The instant with maximum excitation within a pitch period cor-
responds to the instant of glottal closure. The places with sig-
nificant change in the strength of excitation gives the evidence
for the detection of VOPs. The strength of excitation at the in-
stants of glottal closure for voiced sounds is generally higher
compared to the strength at random instants present in the un-
voiced sound. Also, the strength of excitation at the instants of
glottal closure for vowels is higher compared to the strength of
the voiced consonants. This change in strength of excitation is
utilized for detecting VOP by convolving the Hilbert envelope
of the LP residual with a Gabor window.

The locations of VOP are then associated with F0 contour
as in Fig. 3(b), for feature extraction. The continuous portion of
the F0 contour with nonzero values, located within the region of
two consecutive VOPs, is treated as one segment of F0 contour.
The F0 contour, located within the region of two consecutive
VOPs is treated as one segment for feature extraction.

3.1. Representation of prosodic features

As shown in Fig. 1, the shape of the F0 contour reflects certain
speaking habits of a person. Therefore it is important to rep-
resent it using suitable parameters. We use tilt parameters [11]
for representing the dynamics of F0 contour. With reference to
Fig. 4, the tilt parameters, namely the amplitude tilt (At), and

Speec

Fig
ing
tion

Fig
usi
wit

the

Ar

tive
dur

tou
ma
me
sup
alig
ten
pea
(∆
of p
ver
ing
sur
F0

918

INTERSPEECH 2006 - ICSLP
Smoothing ofh signal Features

Frames

VOP locations

Extraction of 

VOP

Feature

Extraction
Extraction of F0

F0 Contour

Association of

Contour
VOP and F0

F
0

ure 2: Association of F0 contour with syllabic sequence us-
automatically detected VOPs, for prosodic feature extrac-
.

15.8 16 16.2 16.4 16.6 16.8 17
−0.1

0

0.1

0.2

Time

A
m

p
lit

u
d
e

15.8 16 16.2 16.4 16.6 16.8 17
50

100

150

200

250

Time

F
0

(a)

(b)

ure 3: (a) Segmentation of speech into syllable-like units
ng automatically detected VOPs (b) F0 contour associated
h VOPs.

duration tilt (Dt) are defined as follows:

At =
|Ar| − |Af |
|Ar| + |Af | (1)

Dt =
|Dr| − |Df |
|Dr| + |Df | (2)

and Af represent the rise and fall in F0 amplitude, respec-
ly, with respect to F0p . Similarly Dr and Df represent the
ation taken for the rise and fall, respectively.
The role of articulatory constraints in shaping the F0 con-

r in speech has been investigated by researchers [12]. The
ximum speed of pitch change limits how fast the F0 move-
nts can be produced, and the coordination of laryngeal and
ralaryngeal movements limits how syllables and tone can be
ned to each other [13]. Studies have also indicated that lis-

ers are more sensitive to variations in fundamental frequency
k F0p than valley F0v [9]. Hence the height of F0 peak
F0 = F0p − F0v ), distance of F0 peak (Dp) and peak value
itch (F0p ) for each pitch segment may be useful for speaker

ification. An increase in pitch may be obtained by increas-
the vocal fold tension, by increasing the subglottal pres-

e, or a combination of them. Therefore F0 peak (F0p ) and
mean(F0µ ) obtained for each pitch segment reflects some
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Figure 4: A segment of F0 contour. Tilt parameters At and Dt

along with height of F0 peak and distance of F0 peak represent
the dynamics of F0 contour segment.

physiological aspect of a speaker. The change in log energy
(∆E) in the voiced region along with F0 change give a quanti-
tative measure of stress, therefore may be specific to a particu-
lar speaker. The F0 and energy related parameters used in this
study for characterizing the speaker-specific aspect of prosody
are the following:

(a) Mean value of pitch (F0µ )

(b) Peak fundamental frequency (F0p )

(c) Change of F0 (∆F0)

(d) Distance of F0 peak with respect to VOP (Dp)

(e) Amplitude tilt (At)

(f) Duration tilt (Dt)

(g) Change of log energy (∆E)

Each region between two consecutive VOPs is represented us-
ing the above mentioned parameters to form a 7-dimensional
feature vector.

3.2. Modeling of speaker-specific prosody

We hypothesize that the distribution of syllable level prosodic
feature vectors for a particular speaker form a unique cluster
in the feature space. To capture the distribution of the feature
vectors, autoassociative neural network (AANN) models or al-
ternatively conventional Gaussian mixture models (GMM) can
be used. The AANN is a feedforward neural network which
tries to map an input vector onto itself, and hence the name au-
toassociation or identity mapping. It consists of an input layer,
an output layer and one or more hidden layers. A typical struc-
ture of a five layer AANN is shown in Figure 5. The number
of units in the input and output layers are equal to the size of
the input vectors. The number of units in the middle hidden
layer is less than the number of units in the input and output
layers, and this layer is called the dimension compression hid-
den layer. The activation function of the units in the input and
output layers are linear, whereas the activation function of the
units in the hidden layers can be either linear or nonlinear. It
has been demonstrated that the AANN has the ability to capture
the distribution of input data [14].

To capture the distribution of the input feature vectors in
the feature space, the feature vectors are extracted from the sig-
nal, and are presented in a random order to the AANN. The
structure of the AANN model used for capturing the distri-
bution of the speaker-specific prosodic features is 7L 28N 2N
28N 7L, where L represent linear units, N represent nonlinear
units, and the numerals represent the number of units in the
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Figure 5: Structure of five layer AANN model.

ers. One AANN model is trained for each speaker using
epochs using backpropagation algorithm. During testing,

each prosodic feature vector (corresponding to each sylla-
) in the test utterance, the error between the output and the
ut of AANN is noted. This error is converted into confi-
ce value using Ci = exp(−Ei), where Ei is the squared

or for the ith frame. The average confidence is computed as
= 1

N

PN
i=1 Ci, where Ci is the confidence value for the ith

lable, and N is the number of syllables in the test utterance.

4. Results from Experimental Study
demonstrate the effectiveness of the prosodic features for
aker verification, we use the 16 side conversational data in
first subset of NIST 2003 extended data task. It provides
conversation sides (where each conversation side contains
roximately 2.5 minutes of speech) for training the target
aker model. Test utterances are of duration 2.5 minutes ap-
ximately. Each target model is tested with a set of test ut-
nces where the task is to find out whether the particular test
rance belongs to the target speaker or not. The subset cho-
for our study consists of 137 speaker models and 1076 test
rances.
For each target speaker, a model is developed to capture
characteristic distribution of the prosodic features. A set of
kground models built from a known set of impostor speakers
ps to fix a global threshold for verification, to decide whether
test utterance belongs to the target speaker or not. The back-
und models consists of a set of male and female models as
strated in Fig. 6. For each test utterance, gender decision
ade based on the mean score of male/female background

del set. The mean and standard deviation of scores of the
ropriate male/female background model set is then used for

t score normalization. Prosody based system resulted in an
al error rate (EER) of 12.4 for the particular data set as per
detection error tradeoff (DET) curve shown in Fig. 7.
As spectral features are vulnerable to channel mismatch and

se, the use of prosodic features can play important role in im-
ving the robustness of the speaker verification system. The
dence about the speaker from different features may be com-
ed in several ways to achieve better performance. One sim-
approach is the addition of evidences from different sys-
s. Our baseline speaker verification system [14] use AANN
del for capturing the distribution of spectral vectors repre-
ted using weighted linear cepstral coefficients (WLPCC). As
gle conversation side of 2.5 minutes is sufficient for building
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a spectral-based model, 16 AANN models are built for a target
speaker using 16 conversation sides. Average of N -best (N=8)
confidence scores is taken as the score of the target speaker, and
this score is normalized as shown in Fig. 6. This scoring ap-
proach is expected to reduce the effects of channel variability.
This spectral-based system resulted in an EER of 9.5 for the
same 16 side data set. Combining prosody-based evidences and
spectral-based evidences by simple addition results in an EER
of 6.8 as illustrated in Fig. 7, showing the presence of comple-
mentary information in these features.

5. Summary and Conclusions
The goal of this study was to demonstrate the usefulness of
prosodic features, extracted directly from the speech signal, for
speaker verification task. The feature extraction technique used
in this study do not use automatic speech recognizer, but still
gives a meaningful association of prosodic features with the cor-
responding syllable sequence. This is done using the location of
VOPs detected automatically from the Hilbert envelope of the
LP residual of the speech signal. The set of parameters derived
from the F0 and energy variation for the region between con-
secutive VOPs form the feature vector and distribution of these
feature vectors are captured to model prosodic characteristics
of the speaker. A study conducted on NIST SRE 2003 extended
data demonstrated the potential of these prosodic features for
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aker verification. The complementary nature of the prosodic
spectral features helps to improve the overall performance

peaker verification, while combining the evidences.
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