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Abstract—This paper proposes a method for extracting the fun-
damental frequency of voiced speech from distant speech signals.
The method is based on the impulse-like nature of excitation in
voiced speech. The characteristics of impulse-like excitation are
extracted by filtering the speech signal through a cascade of res-
onators located at zero frequency. The resulting filtered signal pre-
serves information specific to the fundamental frequency, in the
sequence of positive-to-negative zero crossings. Also, the filtered
signal is free from the effects of resonances of the vocal tract. An es-
timate of the fundamental frequency is derived from the short-time
spectrum of the filtered signal. This estimate is used to remove spu-
rious zero crossings in the filtered signal. The proposed method de-
pends only on the strengths of impulse-like excitations in the direct
component of distant speech signals, and not on the similarity of
speech signal in successive glottal cycles. Hence, the method is ro-
bust to the effects of reverberation and noise. Performance of the
method is evaluated using a database of close-speaking and dis-
tant speech signals. Experiments show that the accuracy of the pro-
posed method is significantly higher than that of existing methods
based on time-domain and frequency-domain processing.

Index Terms—Distant speech, fundamental frequency, impulse-
like excitation, pitch, zero-frequency filtering.

I. INTRODUCTION

S PEECH signal collected at a distance from a
speaker differs in several ways from the speech signal col-

lected close (2–3 inches) to the mouth of the speaker. The impor-
tant differences between the characteristics of speech signal col-
lected using a distant microphone (DM) and those of the speech
signal collected using a close-speaking microphone (CM) are as
follows. 1) The effects of radiation at far-field are different from
those at the near-field. 2) The signal-to-noise (SNR) is lower
in DM speech signal due to the effects of additive background
noise. 3) The reverberant component in DM speech signal is sig-
nificant, due to reflections, diffuse sound, and reduction in am-
plitude of the direct field. 4) The DM speech signal may also be
affected due to interference from the speech of other speakers.
Hence, the acoustic features/parameters derived from the DM
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speech signal are not the same as those derived from the cor-
responding CM speech signal. This variation in the parameters
derived from the acoustic speech signal can result in degrada-
tion in the performance of speech processing systems such as
automatic speech and speaker recognition systems, which are
typically designed to work for CM speech. For instance, in [1],
the accuracy of speaker recognition was observed to reduce sig-
nificantly, when the speaker-specific models were trained using
near-field speech data, and tested using far-field speech data. By
contrast, human beings can perceive speech at a distance with
very little difficulty, over distances ranging from 1 ft to 20 ft.
While the perception of distant speech in human beings can be
attributed to binaural hearing and selective attention of human
listening, it also indicates that the distant speech signal does
contain linguistic and speaker-specific information. Extraction
of the characteristics of speech production from distant speech
signals is a challenging task. This paper addresses the issue of
extraction of fundamental frequency of voiced speech from dis-
tant speech signals.

Processing of distant speech signals has gained relevance
in the context of extracting information from speech data
collected in a meeting room scenario [2], [3]. Speech sig-
nals collected in a meeting room need to be processed to
extract higher levels of information such as structure of the
meeting, topics discussed in the meeting and their summaries,
the various monologues and dialogues, and certain events
of significance [2]. This involves processing distant speech
signals for applications such as speaker turn detection, speaker
recognition, language identification, and speech recognition.
While acoustic features related to the short-time spectrum of
speech signal are more commonly used for these applications,
the fundamental frequency and its variation have also been
observed to be useful for speech analysis and applications of
speech processing. Variation of the fundamental frequency
with time forms an important component of speech prosody,
which has been used in applications such as speaker recognition
[4]–[7] and language identification [7], [8]. Variation of the
fundamental frequency has been exploited, along with other
suprasegmental features such as durations of phones/sylla-
bles/words, short-term energy, pause duration and syllabic rate
of speech, for automatic recognition of speech [3], [9], [10].
Variation of the fundamental frequency contributes to prosodic
features such as pitch accent, intonational phrase boundary
and prominence of speech sounds. These features have been
employed to develop prosody-dependent acoustic and language
models, which have helped in improving the performance of

1558-7916/$26.00 © 2010 IEEE



1854 IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 19, NO. 7, SEPTEMBER 2011

conventional automatic speech recognition systems [11]–[13].
Analysis of the fundamental frequency and its variation is
also useful for the detection of higher levels of information
embedded in speech, such as emotional state of the speaker
[14] and prominence of speech sounds and words [15].

Several algorithms have been reported in the literature for
estimating the fundamental frequency in voiced speech [16],
[17]. Most of these algorithms exploit the similarity of speech
signal waveforms in successive glottal cycles. In the autocorre-
lation sequence of short segments (20–30 ms) of voiced speech,
a prominent peak corresponding to the pitch period can be ob-
served [16]–[19]. However, spurious peaks may appear due to
formant structure of the vocal-tract system, or due to the position
and duration of the analysis window, or due to noise. The infor-
mation of the fundamental frequency and its harmonics is also
reflected in the short-time spectrum of voiced speech. The fun-
damental frequency can be measured from the short-time spec-
trum, or from a nonlinearly transformed version of the short-
time spectrum [20], [21]. The information of the fundamental
frequency appears as rapidly varying component in the short-
time spectrum, while that of the vocal-tract system appears as
the gross envelope of the short-time spectrum. These two com-
ponents can be separated, and pitch period can be estimated by
computing cepstrum from the short-time spectrum [22]. Some
algorithms remove the effect of resonances of the vocal-tract
system, and depend only on the similarity of intervals of suc-
cessive glottal cycles [23], [24]. Event-based approaches esti-
mate the pitch period by measuring the time interval between
two successive instants of glottal closure [25]–[28].

In the methods described above, the accuracy of the method
for estimation of the fundamental frequency is evaluated using
the results obtained from close-speaking (clean) speech signals
and clean speech signals corrupted by additive noise. But the ad-
dition of noise to a clean speech signal can not model the char-
acteristics of distant speech signals. Some methods for extrac-
tion of fundamental frequency from distant speech signals have
been studied in [29] and [30]. In [29], pitch period is estimated
using the autocorrelation of Hilbert envelope of linear prediction
residual. In [30], extraction of fundamental frequency is based
on the computation of cepstrum to obtain a set of candidates
for the fundamental frequency, followed by a dynamic program-
ming algorithm to select the best fundamental frequency curve.
A comparison of different algorithms for estimation of funda-
mental frequency shows that the performance degrades severely
with distance [30].

This paper proposes an algorithm for the extraction of the
fundamental frequency from distant speech signals, which is
based on the robustness of the impulse-like excitation in voiced
speech. The key idea is that the locations of the impulse-like
excitations are preserved even in distant speech signals. The
proposed algorithm is based on filtering the speech signal
through a zero-frequency (0 Hz) resonator. The output of the
resonator preserves the fundamental frequency information,
and deemphasizes the effect of resonances of the vocal tract
system. The accuracy and robustness of the zero-frequency
filtering of speech signals was demonstrated in the context of
epoch extraction [31] and extraction of instantaneous funda-
mental frequency [28].

This paper is organized as follows. Section II describes the
database of distant speech signals used in this study and the
measures used to evaluate the performance of different methods
for extraction of the fundamental frequency. The proposed
method for extracting the fundamental frequency is discussed
in Section III. In Section IV, the performance of the proposed
method is compared with those of some existing methods.
The effect of SNR of voiced segments of speech signal on
the performance of the different methods is also analyzed.
Conclusions are given in Section V.

II. SPEECH DATA AND PERFORMANCE MEASURES

Speech signals from SPEECON database are used for evalu-
ating the performance of pitch extraction algorithms [32]. The
signals were collected in three different environments, namely,
car interior, office, and living rooms (denoted by “public”). The
signals were collected simultaneously using a close-speaking
microphone, a microphone placed just below the chin of the
speaker, and microphones placed at distances of 1 m and 2–3
m from the speaker. These four cases are denoted by , ,

, and , respectively. The noise present in the car record-
ings is of both stationary (engine) and instantaneous (wiper) na-
ture [29]. Speech signals collected in the office environment are
affected by stationary and white noises generated by computer
fans and air-conditioning devices. Speech signals collected in
living rooms are affected by babble noise and music (due to
radio or television sets). Of these, reverberations are mostly
present in the office and the living room environments. The
reverberation time ( measure) estimated in those environ-
ments varied from 250 ms to 1.2 s. The SNR measured at the
close-talking microphone is around 30 dB, while that measured
at a distance of 2–3 m is around 0–5 dB.

The database consists of speech signals collected from 30
male and 30 female speakers. For each speaker, 17 utterances
were recorded, resulting in about one minute of speech data per
speaker. The pitch period varies from 2.5 to 15 ms, over the 1020
utterances of the 60 speakers. All speech signals were sampled
at 16 kHz. The database also consists of the reference values of
voiced/unvoiced decision and fundamental frequency. For each
utterance, the reference values are marked once for every 10 ms,
i.e., at a rate of 100 frames per second. Gross error (GE) is used
to evaluate the accuracy of extraction of fundamental frequency.
It is defined as the percentage of voiced frames for which the
extracted value of the fundamental frequency deviates from the
reference value by more than 20%. In addition, the mean (M)
and standard deviation (SD) of the absolute value of the dif-
ference between the extracted and the reference values of fun-
damental frequency are also used for evaluation. Both M and
SD are computed only for those voiced frames for which the
extracted values of fundamental frequency do not deviate from
the corresponding reference values by more than 20%.

III. ALGORITHM FOR EXTRACTION OF

FUNDAMENTAL FREQUENCY

In [28], a method was proposed for extraction of instan-
taneous fundamental frequency from speech signals, by
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exploiting the idea of filtering speech signal through a zero-fre-
quency (0 Hz) resonator. The above method is applicable to
clean speech signals and speech signals corrupted by additive
noise. In this section, we propose some modifications to the
above method, in order to extract the fundamental frequency
from distant speech signals. In particular, the zero-frequency
filtered signal is processed further to highlight the contribution
due to the fundamental frequency.

A. Computation of Zero-Frequency Filtered Signal

The proposed method is based on filtering the speech signal
through a zero-frequency (0 Hz) resonator [31]. The basis for
this filtering is that the information of the discontinuities due to
a sequence of impulse-like excitations is reflected across all the
frequencies, including the zero frequency. The characteristics of
the vocal tract system are prominent in the higher frequencies

Hz . Hence, at zero frequency (or 0 Hz), the contribu-
tion of impulse-like excitations is significant compared to that of
the response of the vocal tract system. This forms the basis for
filtering speech signal through a cascade of resonators, whose
center frequencies are located at 0 Hz. The system function of
the cascade of resonators is given by , where

(1)

The frequency response of provides a roll-off of 24 dB
per octave, and also, it does not contain any spectral nulls. The
roll-off of 24 dB per octave in the magnitude response of
significantly reduces the influence of the resonances of the vocal
tract system. The steps involved in the zero-frequency filtering
are briefly summarized as follows [31].

1) Speech signals are upsampled from 16 kHz to 32 kHz.
Let denote the upsampled speech signal. The differ-
enced speech signal (which helps in removing any low-
frequency bias during recording) is given by

.
2) The output of the cascade of resonators is given by

, where is the impulse re-
sponse corresponding to the system function , and
the symbol “ ” denotes convolution operator. Since
the poles of the system function lie on the unit
circle , the output has nearly polynomial
growth/decay with time. An example of this trend is
shown in Fig. 1(b), for the speech signal shown in
Fig. 1(a).

3) The sequence of impulse-like excitations contributes
small fluctuations on this growing/decaying function
of time. These fluctuations can be emphasized by sub-
tracting the local mean from the output signal .
The length of the window chosen to compute the local
mean depends on the time interval between successive
impulse-like excitations. A relatively smaller window
length may introduce spurious zero crossings in the
filtered signal , while larger window length may
lead to loss of some genuine zero crossings in . It is
observed that the choice of is not critical as long as it
is in the range of 0.5 to 2 times the average pitch period
of the utterance [28]. Subtraction of local mean from

Fig. 1. Computation of zero-frequency filtered signal. (a) A segment of speech
signal ����. (b) Output ���� of the cascade of resonators. (c) Filtered signal
����. (d) Contour of the fundamental frequency obtained from the filtered signal
(shown using “ ”). The solid line in (d) shows the contour of the reference values
of the fundamental frequency.

the signal results in a signal , called filtered
signal [see Fig. 1(c)], which is given by

(2)

Here is the size (in samples) of the window
over which the local mean is computed. The robustness
of the choice of the window length for distant speech
signals is discussed in Section III-C. While the output

of the cascade of resonators [Fig. 1(b)] does not
show the fluctuations due to impulse-like excitations, the
fluctuations are clearly observed in the filtered signal

[Fig. 1(c)].
4) The locations of positive-to-negative zero crossings

(PNZCs) of the filtered signal are detected, based
on the polarity of the samples of . These PNZCs
correspond to the instants of glottal closure (i.e., epochs)
in voiced speech [31]. The time interval between suc-
cessive PNZCs is hypothesized as the pitch period, and
the reciprocal of the time interval is hypothesized as
the fundamental frequency. The upsampling of speech
signal in step 1) is performed to improve the accuracy
in the detection of PNZCs. The contour of the extracted
fundamental frequency is shown in Fig. 1(d), along with
that of the true values of the fundamental frequency.

B. Effect of Reverberation and Noise

The impulse-like excitations in speech signal lend robustness
to the method of detecting the epochs, and hence the instan-
taneous fundamental frequency, even in the presence of addi-
tive noise degradations as shown in [28]. In distant speech, the
degradation is not only due to additive background noise, but
also due to mild reverberation. The reverberation may introduce
additional impulses in the signal, but their contribution will be
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less significant compared to that of the impulses due to direct
component of the speech signal, because of relatively lower am-
plitudes of the impulses in the reflected signals.

To examine the robustness of filtering distant speech signal
through a zero-frequency resonator, we consider the following
cases of degradation (reverberation and noise) in signals.

1) An impulse train which consists of a sequence of
uniformly spaced impulses with a pitch period of 8 ms
(fundamental frequency of 125 Hz).

2) The effect of reverberation can be modeled as the convolu-
tion of and the room impulse response of the
ambient environment. The ambient noise is assumed to be
additive and Gaussian in nature. The signal collected
at a distance can be expressed as

, where denotes the Gaussian white noise. The en-
ergy of is chosen such that the overall SNR of
is 0 dB.

We have considered a sequence of impulses as input, since it is
a model of the source of excitation in the case of voiced speech.
The system function of the cascade of zero-frequency res-
onators provides a 24-dB roll-off per octave. This roll-off signif-
icantly reduces the effect of resonances of the vocal tract, which
are located above 300 Hz. Hence, the filtered signal essentially
represents the characteristics of the impulse-like excitations.

The room impulse response is generated using the
image method proposed by Allen and Berkley (1979) [33].
The method considers factors such as reflection order, room
dimension and microphone directivity, for generating the room
impulse response at a given location in the room. The following
parameters were chosen for generating the room impulse
response:

room dimensions: 8 m 5 m 3 m;
source position ;
microphone position ;
distance between source and microphone: 2.87 m;
reverberation time: 0.5 s;
length of impulse response: 4096 samples (at 8000 sam-
ples/s);
type of microphone: Omnidirectional;
speed of sound: 340 m/s;
sampling frequency: 8000 samples/s;
all surfaces are assumed to be fully reflective.

An implementation of the image method is obtained from the
following website: http://home.tiscali.nl/ehabets/rir_generator.
html

The signals and are filtered through the cascade
of zero-frequency resonators. The resulting filtered signals,
denoted by and , respectively, are used to extract
the fundamental frequency. Fig. 2 shows the clean
and the reverberant signals, and the corresponding
filtered signals. Fig. 2(d) shows that consists of some
spurious PNZCs compared to . The positive-to-negative
zero crossings (PNZCs) derived from the filtered signals
and are shown in Fig. 2(e). The PNZCs in Fig. 2(e) are
marked by positive and negative stems for and ,
respectively. Also, Fig. 2(e) shows that there is a small shift in
the locations of PNZCs of , relative to those of . This
shift is reflected in a small change in the fundamental frequency

Fig. 2. Application of zero-frequency filtering on reverberant and noisy signal.
(a) Sequence � ��� of uniformly spaced impulses. (b) Signal � ��� corrupted
by reverberation and additive noise (overall SNR of 0 dB). (c) and (d) show
the filtered signals � ��� and � ���, respectively. (e) The locations of PNZCs
in � ��� and � ��� are indicated by positive and negative stems, respectively.
(f) The values of fundamental frequency extracted from � ��� and � ��� are
shown using the symbols “o” and “�,” respectively.

of relative to that of , which can be observed from
Fig. 2(f). The gross error in the extraction of fundamental
frequency in this case is 8%, computed from 400 values of the
fundamental frequency over a duration of 4 s.

The above example based on the synthetic signals is given to
demonstrate the robustness of zero-frequency filtering for rever-
berant and noisy signals. The key idea is that locations of PNZCs
in the filtered signal are dictated by the strengths of the impulses
in the collected signal. Even in the case of the signal collected
at about 3 m from the source, the impulses due to the direct
component help in preserving the locations of PNZCs in the fil-
tered signal. In practice, the sound intensity level decreases by
6 dB per doubling of distance from the source. Let us assume
a sound intensity level of 40 dB at a distance of 10 cm in front
of the mouth/lips of the speaker. Then the sound intensity level
of the direct component at a distance of 3 m from the speaker
(along the line of sight) is about 10 dB. By contrast, the reflected
components travel a greater distance (depending upon the posi-
tions of the reflecting surfaces). Thus, the direct component of
speech, typically, is more dominant in the collected signal than
the reflected components. This direct component also helps in
preserving the phase of the original signal. It is the presence of
impulse-like degradations in the noise, rather than the spectrum
of the noise, which affects the performance of zero-frequency
filtering method. The performance of the method degrades, if
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Fig. 3. Distribution of pitch periods for an utterance spoken by a female
speaker, for close-speaking speech signal and for the corresponding distant
speech signals. The histograms in (a)–(d) correspond to the speech signals
collected over the channels � , � , � , and � , respectively.

the impulse-like degradations introduced by reverberation and
noise have strengths comparable to those of the impulse-like ex-
citations due to the direct component of the collected signal. In
particular, it is the strengths of impulse-like excitations in the
direct component of the signal, relative to those in the reflected
components and in noise, that determine the robustness of the
method.

C. Choice of Window Length

As discussed in Section III-A, the window length for com-
putation of local mean of can be chosen in the range of
0.5 to 2 times the average pitch period of the utterance. Here
we discuss the accuracy and robustness of extraction of the av-
erage value of pitch period from distant speech signals. First, the
pitch period is estimated using autocorrelation sequence of the
speech signal. The autocorrelation sequence is computed from
30 ms segments of speech signal for different overlapping seg-
ments, corresponding to a frame rate of 100 frames per second.
For each segment, the location of the strongest peak in the au-
tocorrelation sequence in the interval 2–15 ms is hypothesized
as the pitch period. The histogram of the estimated values of the
pitch period is plotted, and the pitch period corresponding to the
peak in the histogram is identified. This pitch period is chosen
as the average value of the pitch period of the utterance. Fig. 3
shows the histograms of the estimated values of the pitch period
for an utterance spoken by a female speaker, for close-speaking
speech signal and for the corresponding distant speech signals.
The pitch period corresponding to the peak in the histogram is
same for the close-speaking speech signal [Fig. 3(a)] and for
the distant speech signals [Fig. 3(b)–(d)]. The histograms are
obtained for close-speaking and distant speech signals, for all
the 1020 utterances in the SPEECON database. It was observed
that in the case of more than 95% of the utterances, the peaks
in the histograms obtained from the distant signals lay within
a deviation of 25% relative to the peaks in the histograms ob-
tained from the corresponding close-speaking signals. Based on

Fig. 4. (a) Speech signal ���� collected at a distance. (b) The filtered signal
����. (c) The refined filtered signal �����.

this observation, the pitch period corresponding to the peak
in the histogram is used as the average value of the pitch period,
for the close-speaking and the distant speech signals. For com-
putation of the filtered signal, the window length is chosen
as . The local mean of the signal is computed over
windows of length . The filtered signal is obtained by
subtracting the local mean from the signal , as described in
Section III-A.

D. Fundamental Frequency Information in the Filtered Signal

The time interval between the locations of two successive
positive-to-negative zero crossings (PNZCs) in the filtered
signal is hypothesized as the pitch period. This time
interval is an accurate estimate of the pitch period in the case of
clean speech signals, and speech signals corrupted by additive
noise [28]. In the case of distant speech signals, the filtered
signal contains spurious PNZCs in some segments due to: 1)
effect of reverberant components; 2) presence of other speakers
or sound sources; and 3) noise. Fig. 4(a) shows a voiced seg-
ment of distant speech signal. The corresponding filtered signal
is shown in Fig. 4(b). The information of the pitch periodicity
is seen more clearly in the filtered signal [Fig. 4(b)] than in
the distant speech signal [Fig. 4(a)], despite the presence of
spurious zero crossings in the former.

The information specific to the fundamental frequency is also
observed in the narrowband spectrogram of the filtered signal
shown in Fig. 5(c). The fundamental frequency is the most dom-
inant spectral component in the filtered signal. Also, the filtered
signal is free of the effect of the formant structure. To validate
this observation, the short-time spectrum of the filtered signal is
computed using frames of 25 ms, and a frame shift of 5 ms. The
frequency corresponding to the maximum value in the magni-
tude of the short-time Fourier transform (STFT) of the filtered
signal is identified. This frequency is denoted by , where the
subscript refers to the STFT. We first estimate the effect of
the spurious zero crossings in the filtered signal , on the ac-
curacy of extraction of the fundamental frequency. Let de-
note the reciprocal of the time interval between two successive
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Fig. 5. Illustrating the presence of pitch information in the filtered signal. (a)
Speech signal collected at a distance of 1 m. (b) The corresponding filtered
signal. (c) Spectrogram of the filtered signal.

TABLE I
GROSS ERROR (IN %) IN THE EXTRACTION OF FUNDAMENTAL FREQUENCY,

WHEN � IS HYPOTHESIZED AS THE FUNDAMENTAL FREQUENCY

TABLE II
GROSS ERROR (IN %) IN THE EXTRACTION OF FUNDAMENTAL FREQUENCY,

WHEN � IS HYPOTHESIZED AS THE FUNDAMENTAL FREQUENCY

PNZCs in the filtered signal . Here, the subscript indi-
cates that the fundamental frequency is obtained using the time
interval between the zero crossings of . Table I shows the
gross error (GE) in the estimation of the fundamental frequency,
when is hypothesized as the fundamental frequency. By con-
trast, when is hypothesized as the fundamental frequency,
the gross error reduces significantly as shown in Table II. This
reduction in GE is observed for all the distances, and for all
the three environments. Table II indicates that even for distant
speech (channel ), lies within 20% of the reference value
of the fundamental frequency for about 80% of the frames in the
database for office environment. This confirms the earlier ob-
servation that the fundamental frequency is the most dominant
spectral component in the filtered signal, and that the effect of
resonances of the vocal tract system is reduced significantly due
to the zero-frequency filtering.

E. Refinement of the Filtered Signal

The spurious zero crossings in the filtered signal in some seg-
ments of voiced speech can lead to errors in the estimation of the

TABLE III
GROSS ERROR (IN %) IN THE EXTRACTION OF FUNDAMENTAL FREQUENCY,

WHEN �� IS HYPOTHESIZED AS THE FUNDAMENTAL FREQUENCY

pitch period. The knowledge of the fundamental frequency, as
estimated from the filtered signal, can be exploited to remove
the spurious zero crossings in the filtered signal. The short-time
spectrum of the filtered signal is computed, and the frequency

corresponding to the largest peak value of the magnitude of
STFT is obtained. The values of derived from successive
segments of are filtered using a 5-point median filter, to
eliminate erroneous values of . Let denote the value ob-
tained after the median filtering, and let denote the corre-
sponding angular frequency in radians. An all-pole filter ,
whose system function is given by

(3)

is constructed with , so as to have a sharp peak at
in the magnitude response of . The signal is fil-

tered through , resulting in a signal , which is nearly
free of the influence of spurious zero crossings in . Fig. 4(c)
shows the output , obtained by filtering through the
all-pole filter . The spurious zero crossings present in
[Fig. 4(b)] have been eliminated in [Fig. 4(c)]. Also, the
pitch information is more clearly visible in , compared to

or the speech signal. The time interval between succes-
sive PNZCs of is now used for deriving the fundamental
frequency. Let denote the reciprocal of the time interval be-
tween successive PNZCs in . Table III shows the gross error
in the estimation of the fundamental frequency, when is hy-
pothesized as the fundamental frequency. The reduction in the
gross error values relative to those given in Table I indicates that
filtering the signal through does help in eliminating
several spurious zero crossings in .

The important steps in the proposed algorithm are summa-
rized as follows.

1) Given the speech signal , the filtered signal is
computed as described in Section III-A.

2) The window length for subtraction of the local mean
from the output of the cascade of zero-frequency
resonators is obtained as described in Section III-C.

3) The frequency corresponding to the maximum value
of the magnitude of short-time spectrum of the filtered
signal is obtained.

4) The sequence of values of is filtered using a 5-point
median filter, resulting in a sequence of values of .

5) The all-pole filter constructed using (3) is used to
filter to obtain .

6) The fundamental frequency is obtained as the reciprocal
of the time interval between successive PNZCs of .

Note that the results in Table III show some improvement over
the results in Table II. Moreover, the signal helps to obtain
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the precise locations of the zero crossings. The proposed method
depends only on the sequence of impulse-like excitations, and
not on the similarity of the speech signal waveform in successive
glottal cycles. Hence, the method is not affected by the interac-
tion of the fundamental frequency and the formant structure.

IV. EXPERIMENTAL EVALUATION AND RESULTS

In this section, the performance of the proposed method for
extraction of the fundamental frequency is evaluated, and com-
pared with the results from six existing methods. These methods
have been chosen as representatives of algorithms of pitch ex-
traction in time domain and frequency domain. A brief descrip-
tion of the six methods is given in Section IV-A, and the perfor-
mance evaluation is discussed in Section IV-B.

A. Description of Methods Used for Comparison

1) Autocorrelation method (AC) [34]: The short-term
autocorrelation sequence of windowed speech signal
is computed in such a way that it does not taper off
for higher values of lag. Additionally, sinc interpo-
lation is performed around the local maxima in the
autocorrelation sequence to increase the accuracy of es-
timation. Implementation of this algorithm is available
at http://www.fon.hum.uva.nl/praat/, as a part of Praat
system [35].

2) Crosscorrelation method (CC) [36]: Crosscorrelation
sequence is computed using two separate windows of
the signal, which are of the same length. The objective
is to overcome the effect of roll-off of the values of the
autocorrelation sequence for higher lags. An implemen-
tation of this algorithm is available as a part of the Praat
system [35].

3) Robust algorithm for pitch tracking (RAPT) [37]: In
this method, peaks in the crosscorrelation sequence are
identified, and the lags corresponding to these peaks
are hypothesized as candidates for the pitch period. A
dynamic programming algorithm is applied to select the
sequence of lags that minimizes a pitch consistency cost
function. An implementation of this algorithm is avail-
able at http://www.ee.ic.ac.uk/hp/staff/dmb/voicebox/
voicebox.html.

4) Fundamental frequency estimator (YIN) [38]: The au-
tocorrelation method is modified to include the mini-
mization of a difference function (which is the difference
between a signal and its delayed version), and a par-
abolic interpolation of the resulting minimum. An im-
plementation of this algorithm is available at http://au-
dition.ens.fr/adc/sw/yin.zip.

5) Subharmonic summation (SHS) [20]: The algorithm is
based on the observation that when a linear frequency
scale is transformed to a logarithmic scale, the integral
multiples of the fundamental frequency are shifted ac-
cordingly on the logarithmic scale. The abscissa of
the spectrum is transformed to a logarithmic scale

. For each value of the frequency on the loga-
rithmic scale, the spectral magnitudes corresponding to
the various components , ,
are summed up. The value of which maximizes this

summation is hypothesized as the logarithm of the fun-
damental frequency. An implementation of this algo-
rithm is available as part of the Praat system [35].

6) Subharmonic-to-Harmonic ratio (SHRP) [21]: The
subharmonic-to-harmonic ratio (SHR) is defined as
sum of the subharmonic amplitudes divided by the sum
of the harmonic amplitudes, where the subharmonic
frequencies are integral multiples of one half of the
fundamental frequency. The fundamental frequency is
computed on the basis of the position of global max-
imum of SHR, and that of a relative local maximum of
SHR. An implementation of this algorithm is available
at http://read.pudn.com/downloads137/sourcecode/
speech/584345/shrp.m_.htm.

All the methods are evaluated using a search range of
40–600 Hz. The voicing detection mechanisms of the methods
are disabled (wherever applicable) in the evaluation. The values
of fundamental frequency are extracted once for every 10 ms.

B. Performance Evaluation

The performance of the proposed method and those of the six
existing methods of extracting the fundamental frequency are
shown in Table IV, for distant speech signals collected in three
different environments. The entries against “Method-I” denote
the performance of the proposed method. For each distance, the
least values of gross error, mean error and standard deviation
among the different methods are indicated in boldface. The
gross error for the proposed method is lower than that of the
other methods, for , , , and . The mean error and
the standard deviation are relatively higher for the proposed
method, particularly for distant speech ( and ). This is
because, the number of values of the fundamental frequency
falling within 20% of the corresponding reference values is
higher in the proposed method, due to inclusion of higher per-
centage of low SNR segments. Such segments contribute to an
increase in the mean error (M) and the standard deviation (SD).
Also, in the proposed method (Method-I), the fundamental
frequency is obtained as the reciprocal of the time interval
between two successive PNZCs of the filtered signal. Even a
small perturbation in this time interval results in an increase in
M and SD. For instance, in a segment with pitch period of 5 ms,
an error of 0.1 ms results in an error of 4 Hz in the extraction
of the fundamental frequency. To improve the accuracy of the
proposed method, correlation between successive glottal cycles
of speech signal can be exploited. The autocorrelation sequence
is computed using 30 ms segments of speech signal. The
location of the strongest peak in the autocorrelation sequence,
lying within an interval of ms from , is hypothesized as
the pitch period, and its reciprocal is hypothesized as the fun-
damental frequency. This approach is denoted by Method-II in
Table IV. The entries for Method-II indicate that the use of the
autocorrelation sequence reduces the mean error significantly,
although the gross error changes only marginally.

1) Variation of Gross Error With Tolerance: In Section II,
gross error (GE) is defined as the percentage of voiced frames
for which the extracted value of the fundamental frequency de-
viates from the reference value by more than 20%. The gross
error can be computed by varying the percentage deviation (or
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TABLE IV
PERFORMANCE OF THE PROPOSED METHOD FOR EXTRACTION OF FUNDAMENTAL FREQUENCY FROM CLOSE-SPEAKING AND DISTANT

SPEECH SIGNALS. PERFORMANCES OF SIX EXISTING METHODS ARE ALSO LISTED FOR COMPARISON. FOR EACH DISTANCE, THE LEAST

VALUES OF GROSS ERROR, MEAN ERROR AND STANDARD DEVIATION AMONG THE DIFFERENT METHODS ARE INDICATED IN BOLDFACE.
SPEECH SIGNALS WERE COLLECTED IN THREE DIFFERENT ENVIRONMENTS

tolerance) between the extracted and the reference values of the
fundamental frequency. Fig. 6(a) shows the variation of GE for
different values of the deviation, for distant speech signals .
The proposed method (Method-II, denoted by M-II) has smaller
values of GE compared to the other methods, even for smaller
values of the deviation (3% to 10%). Also, the reduction in GE
over the range 10%–30% is greater for the proposed method
(M-II), compared to the other methods. Fig. 6(b) shows the vari-
ation of GE for the proposed method (M-II), for close-speaking
and distant speech signals. The reduction in GE with the devia-
tion is more pronounced for close-speaking speech , com-
pared to the distant speech .

2) Effect of SNR and Duration of Voiced Segments: SNR of
distant speech signal reduces as a function of distance, since the
amplitude of the direct component reduces due to reverberation
and noise. It is not always possible to estimate the SNR of the

speech signals collected at a distance, due to the unknown nature
of the ambiance and the nonstationary nature of the noise. Here,
the short-term power of the close-speaking speech signal is used
to measure the SNR, for close-speaking as well as the distant
speech signals. The short-term signal power (in dB) is given by

. The length is chosen
corresponding to a duration of 25 ms. The short-term power
is computed from close-speaking speech signal at a frame-rate
of 100 frames/s. The values of the fundamental frequency are
obtained for the corresponding frames, from the close-speaking
and the distant speech signals. The distribution of , estimated
from the voiced regions of the 1020 close-speaking utterances
in SPEECON database, is shown in Fig. 7(a). Fig. 7(b) shows
the gross error obtained using all those voiced frames of distant
speech signals , for which is greater than a threshold.
For instance, the gross error in Fig. 7(b) corresponding to the
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Fig. 6. Variation of gross error (GE) as a function of the deviation between extracted values and the corresponding reference values of the fundamental frequency.
(a) Variation of GE for distant speech signals (collected over � ) for the different methods. (b) Variation of GE for the proposed method (M-II), for close-speaking
and distant speech signals.

abscissa of 55 dB is obtained using all those frames of dis-
tant speech signals , for which the short-term power of
the close-speaking signal is greater than or equal to 55 dB.
Fig. 7(c) shows the variation of gross error (GE) for distant
speech signals collected over . Fig. 7(b) and (c) indicates that
the value of GE reduces systematically when voiced segments
with lower energy are progressively excluded from the compu-
tation of GE. This trend is expected, since, smaller the value
of of a voiced segment of the close-speaking speech signal,
the greater is the degradation suffered by the corresponding seg-
ment of the distant speech signal. In Fig. 7(b) and (c), the pro-
posed method (M-II) shows significantly lower values of GE
compared to the other methods. This is attributed to the im-
pulse-like nature of excitation, which imparts higher SNR to a
short segment of speech signal in its vicinity.

While the overall SNR may be small, the SNR in short
segments of speech signal around the impulse-like excitations
is relatively higher, and can help in processing of speech signals
in the presence of degradations. Algorithms for estimation
of the fundamental frequency are also sensitive to the dura-
tion of voiced segments. It is observed that all the methods
suffer greater error for voiced segments of shorter duration
(50–100 ms), although this error is significantly less for the
proposed method (M-II). It is likely that the voiced segments
of shorter duration are also the segments with low SNR. In the
remaining range of duration (100–600 ms), the gross error does
not vary appreciably for different methods.

3) Significance of Regions of High SNR: Algorithms for esti-
mation of the fundamental frequency, which depend on the simi-
larity of speech signal in successive glottal cycles, show signifi-
cant degradation in performance in the case of distant speech
signals. This can be explained as follows. For a segment of
speech signal of samples, the covariance sequence
is computed as

(4)

where is the lag, and is chosen corresponding to 20 ms.
The maximum value of the covariance sequence is identified
for lags that lie between 2 and 20 ms. We denote this maximum
value as correlation coefficient, which is a measure of simi-
larity of the speech signals in successive glottal cycles. The
distribution of the correlation coefficient for close-speaking and
distant speech signals is shown in Fig. 8. Clearly, the signal
similarity in successive glottal cycles reduces as a function
of distance. This reduction in signal similarity causes degra-
dation in the performance of the algorithms of fundamental
frequency estimation, which attempt to exploit the signal sim-
ilarity in time or frequency domains. By contrast, the robust-
ness of the proposed method is attributed to the characteristics
of impulse-like excitations in voiced speech. Due to the im-
pulse-like nature of excitation, short segments of speech signal
around the excitations have higher SNR. Such segments are
robust to the effects of noise, and help in the perception of
speech even at a distance.

4) Comparison With Other Methods: A comparison of the
performance of the proposed method (M-I) with that of the
method proposed in [28] is given in Table V, for close-speaking
speech signals . The method given in [28] performs better
than the proposed method in the case of close-speaking speech
signals, due to the validation of the instantaneous fundamental
frequency using the Hilbert envelope of speech signal. The
zero crossings of the filtered signal derived from the Hilbert
envelope of speech signal are used to correct any errors in
the contour of the instantaneous fundamental frequency. The
method proposed in [28] is thus more suitable for extraction
of fundamental frequency from close-speaking speech signals,
although further processing is required for the case of distant
speech signals.

A method based on the autocorrelation of the Hilbert en-
velope of the LP residual of speech signal was evaluated for
SPEECON database [29]. The values of gross error reported in
Table I of [29] (4.78%, 8.87%, 15.70%, and 9.58% for , ,

and , respectively) are significantly lower than those ob-
tained by the proposed method. However, those values of gross
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Fig. 7. (a) Distribution of short-term power � of voiced segments of close-
speaking speech signals. Variation of gross error with � for distant speech
signals collected over (b) � and (c) � .

error were computed using only the detected voiced frames,
which were considerably lower for distant speech [29].

The errors quoted for the detection of voiced regions for the
distant speech signals were 41.91% and 66.51% for and

Fig. 8. Distribution of correlation coefficient for close-speaking and distant
speech signals.

TABLE V
COMPARISON OF PERFORMANCE OF THE PROPOSED METHOD WITH THAT OF

THE METHOD DESCRIBED IN [28], FOR CLOSE-SPEAKING SPEECH SIGNALS

�� �. GROSS ERRORS ARE INDICATED IN PERCENTAGE

, respectively, indicating that only 58.09% and 33.49% of
the voiced frames for and , respectively, were used for
the computation of the gross errors in [29]. Thus, voiced re-
gions of low SNR were not included in the computation of gross
error. On the other hand, the gross error in the proposed method
is computed using all the voiced regions. Therefore, to com-
pare with the results in [29], we consider the distribution of
short-term power of the voiced segments of close-speaking
speech signals [Fig. 7(a)]. We then identify the values of

, above which, 58.09% and 33.49% of the voiced regions of
speech signals are retained. For these values of ( 34.2 dB
and 29.5 dB), the gross errors from Fig. 7(b) and (c) are (ap-
proximately) 8% and 9% for and , respectively, which
are lower than 15.7% and 9.58% given in [29]. Note that the av-
erage gross error for the case from Table IV is 8.68% which
includes all the voiced frames, whereas the average gross error
for the case using 82.20% of the detected voiced frames is
8.87% in [29]. For the case , the minimum average gross error
is 4.2% from Table V, whereas the corresponding value from
[29] is 4.78%. Thus, the values of the gross error obtained by
the proposed method are either lower or comparable with the
gross error reported in [29] for these four cases.

V. CONCLUSION

This paper addresses the issue of extraction of the funda-
mental frequency from distant speech signals. The proposed
method exploits the robustness of the impulse-like excitations
in voiced speech. The key idea is that the short segments of
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high SNR in the speech signal located in the vicinity of the im-
pulse-like excitations are robust to the effects of reverberation
and noise. The strengths of the impulse-like excitations in the di-
rect component are relatively stronger than those of reverberant
components and noise. The locations of the impulse-like excita-
tions in distant speech signal are derived by filtering the speech
signal through a cascade of resonators located at zero frequency.
The filtered signal preserves the information specific to the fun-
damental frequency in the form of zero crossings, and is free
from the effects of resonances of the vocal tract. An estimate
of the fundamental frequency derived from the filtered signal is
used to remove spurious zero crossings in the filtered signal. For
distant speech signals, the proposed method gives significantly
better accuracy in comparison with many existing methods of
estimation of the fundamental frequency. The performance of
the proposed method degrades for voiced segments with very
low SNR and for segments with short duration (50–100 ms),
although the degradation is significantly less compared to the
other methods.

There are other types of degradations for which the method
proposed in this paper may not be directly applicable. For ex-
ample, in the case of mixed speech from two or more speakers,
the signal will have impulses of significant strengths of one
speaker, interfering with those of the other speakers. Hence, the
method proposed in this paper cannot be applied directly. How-
ever, it is possible to estimate the instantaneous fundamental fre-
quency contours of individual speakers by collecting the mixed
signals from two or more spatially separated microphones. In
such a case, strengths of the impulses due to one speaker can
be enhanced by compensating for the fixed delay of the impulse
sequences of the speaker at the two microphones. The coherent
addition of impulses due to one speaker enhances the impulse
sequence corresponding to that speaker. At the same time, the
coherent addition reduces the importance of impulse sequences
corresponding to other speakers, due to incoherence of the se-
quences for that delay [39].
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