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Combining Evidence From Source, Suprasegmental
and Spectral Features for a Fixed-Text
Speaker Verification System
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Abstract—This paper proposes a text-dependent (fixed-text)
speaker verification system which uses different types of infor-
mation for making a decision regarding the identity claim of
a speaker. The baseline system uses the dynamic time warping
(DTW) technique for matching. Detection of the end-points of
an utterance is crucial for the performance of the DTW-based
template matching. A method based on the vowel onset point
(VOP) is proposed for locating the end-points of an utterance. The
proposed method for speaker verification uses the suprasegmental
and source features, besides spectral features. The supraseg-
mental features such as pitch and duration are extracted using
the warping path information in the DTW algorithm. Features of
the excitation source, extracted using the neural network models,
are also used in the text-dependent speaker verification system.
Although the suprasegmental and source features individually
may not yield good performance, combining the evidence from
these features seem to improve the performance of the system
significantly. Neural network models are used to combine the
evidence from multiple sources of information.

Index Terms—Dynamic time warping, speaker verification,
source features, spectral features, suprasegmental features, vowel
onset point.

1. INTRODUCTION

PEAKER recognition by machine is the task of recognizing
S a person based on the information obtained from his speech
signal [1]. Speaker recognition may be divided into speaker
identification and speaker verification. Speaker identification is
the process of determining to which of the registered speakers a
given utterance belongs [2]. Speaker verification is the process
of accepting or rejecting the identity claim of the speaker [3].
Based on the text to be spoken, speaker recognition methods
can also be grouped into text-dependent and text-independent
cases [2]. Text-dependent speaker recognition systems require
the speaker to produce speech for the same text in both training
and testing, whereas text-independent speaker recognition sys-
tems do not depend on the text being spoken. The focus of this
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paper is on the text-dependent speaker verification system using
fixed-text.

Speech signal contains information about the message to
be conveyed, identity of the speaker, and language used for
communication [1]. Speaker recognition involves extraction
of the speaker-specific information from the speech signal.
The uniqueness of the speaker-specific information may be
attributed to several factors such as the shape and size of the
vocal tract, dynamics of the articulators, rate of vibration of the
vocal folds, accent imposed by the speaker and speaking rate.
All these factors are reflected in the speech signal, and hence
are useful for speaker recognition.

The variation in the size and shape of the vocal tract from
one speaker to another is reflected as the differences in the
resonance frequencies of the short-time spectrum envelope of
the speech signal. Present day systems mostly use the spectral
information for speaker recognition. The spectral information
is extracted from segments of 10-30 ms of the speech signal.
These systems ignore other speaker-specific information such
as suprasegmental information like pitch and duration, and
the information regarding the characteristics of the excitation
source. This is mainly due to the difficulty involved in utilizing
this information for text-independent speaker verification.
However, features from suprasegmental and source information
are relatively easier to extract in the case of a text-dependent
speaker verification system, when compared to a text-indepen-
dent case. These features not only provide additional evidence
for a speaker verification task, but they are also robust to
channel or handset variations.

The present work is an effort to investigate the effective-
ness of the suprasegmental and source information for text-
dependent speaker verification. An attempt is made to incor-
porate these features into a baseline text-dependent speaker
verification system which uses only the spectral information.
The paper is organized as follows: In Section II, the database
used for the study is discussed. Section III gives a brief de-
scription of the baseline system, and discusses an improved
method for end-points detection. Section IV describes the
proposed method for extracting pitch and duration information.
Section V gives the description of the text-dependent speaker
verification system using the characteristics of the excitation
source. Section VI describes the proposed method for com-
bining the evidence from different sources of information for
a text-dependent speaker verification system. Section VII con-
cludes with a summary of the key ideas proposed in this work.
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II. SPEECH DATABASE FOR THE STUDY

The speech database for this study was collected from 30 co-
operative speakers (21 male and nine female) over microphone
as well as telephone channels. A typical telephone channel has
a passband of 300-3300 Hz. In addition to bandwidth limita-
tion, telephone channels may introduce noise and distortion to
the spectral characteristics of the speech signal. The speech data
was collected for ten sentences of Hindi (an Indian language).
The number of words in these sentences vary from five to seven,
and the durations of the sentences from 2 to 3 s. Each of the ten
sentences was uttered 18 times by each speaker. The data was
collected in a laboratory environment in different sessions for
microphone and telephone cases. However, one set of all the
18 utterances for each sentence by a speaker was collected in
a single session. Thus with this data it is not possible to ob-
tain inter-session variability for the same channel. However, the
effect of inter-session variation can be studied along with the
effect of inter-channel variation by matching the microphone
data with the reference templates for the telephone data or vice
versa. The speech data was sampled at 8000 Hz and stored as 8
bit samples.

For each speaker, out of the 18 utterances for each sentence,
three utterances are used for creating reference templates. The
remaining 15 utterances are used for conducting the genuine
speaker tests. Thus there are 15 x 3 = 45 genuine trial scores
for each speaker. The total number of genuine speaker tests per
sentence for 30 speakers is 30 x 45 = 1350. Impostor tests
for each speaker are conducted by using the utterances of the
remaining 29 speakers in the database. For each speaker, three
utterances of the same sentence are taken for testing. Thus there
are 87 X 3 = 261 impostor trial scores for each sentence. Hence,
the total number of impostor speaker tests per sentence for 30
speakers is 30 x 87 = 2610. Since there is data for ten sentences,
the total number of genuine speaker trials are 1350 x 10 =
13500, and the total number of impostor trials are 2610 x 10 =
26 100.

III. SPEAKER VERIFICATION USING SPECTRAL FEATURES

A speaker verification system consists of four stages: prepro-
cessing, feature extraction, pattern classification and decision
making. Preprocessing involves mainly the detection of end-
points of a speech utterance. Correct detection of the end-points
increases the accuracy of aligning the reference and test utter-
ances [4]. An algorithm based on the amplitude of the speech
signal is normally used for detection of the end-points in the
baseline system [5]. In this paper we propose an end-point detec-
tion algorithm based on Vowel Onset Point (VOP) [6]. A VOP
is the instant at which the onset of vowel takes place. The VOPs
are obtained using the Hilbert envelope of the linear prediction
(LP) residual [6], [7]. The LP residual signal r(n) is obtained
by passing the speech signal samples through the inverse filter
derived from the LP analysis of speech. The Hilbert envelope
h(n) of the residual signal (n) is given by [6]

h(n) = y\/r2(n) + r3(n) (1)
where 7, (n) is the Hilbert transform of r(n). The Hilbert trans-
form of a signal r(n) is obtained by exchanging the real and

TABLE 1
ALGORITHM FOR AUTOMATIC DETECTION OF THE VOWEL
ONSET POINTS (VOP)

1. Preemphasize the input speech by differencing (Fig. 1(a)).
2. Low pass (cut off freq 2.5 kHz) filter the speech signal.
3. Compute the LP residual using 12" order LP analysis, using a
frame size of 20 ms and a frame shift of 5 ms.
4. Compute the Hilbert envelope of the LP residual (Fig. 1(b)).
5. Obtain the VOP evidence plot (Fig. 1(c)) from the Hilbert envelope
by passing the signal through a filter given by
g(n) = ﬁe_;_f’cos(wn)
where o is the spatial spread and w is the modulating frequency.
(In this work o = 100, w = 0.0114 and analysis window size = 100 ms)
6. Find the maximum in the VOP evidence plot, and identify the peaks
candidates for VOPs (Fig. 1(d)).
7. Eliminate the spurious peaks by checking for the presence of the vowel
region between two peaks, which is indicated by a negative region
in the VOP evidence plot.

8. Hypothesize the remaining peaks as VOPs (Fig. 1(e)).

imaginary parts of the Discrete Fourier Transform (DFT) of
r(n), and then computing the inverse DFT.

Table I gives the algorithm used for locating the VOPs. A
speech utterance from the database and its detected VOPs are
shown in Fig. 1. As shown in the figure the speech utterance has
8 VOPs. The proposed algorithm hypothesized all the 8 VOPs
correctly. Additionally one spurious VOP is also hypothesized.
To evaluate the performance of the VOP detection algorithm,
VOPs for 60 randomly chosen utterances from the database are
manually marked using the knowledge of the Hilbert envelope
of the LP residual. There are totally 480 VOPs. For the same 60
utterances, the VOPs are detected automatically using the pro-
posed algorithm. It was found that 95.6% of the VOPs are cor-
rectly detected within a deviation of 30 ms [6]. In the chosen
60 utterances, among the total 480 VOPs, 459 are correctly hy-
pothesized, 21 are missing, and 26 are spurious. Among the
missing VOPs, very few of them correspond to either the first
or the last VOP of the utterance. These missing VOPs are the
cases when the strengths of the first vowel and the last vowel
are comparable to that of the noise level. These failures can be
attributed to the VOP detection algorithm which presently uses
only the strength of the LP residual. The first and the last VOPs
are used to locate the end-points. The point 300 ms before the
first VOP is marked as the begin point of the speech utterance.
Similarly, the point 300 ms after the last VOP is marked as the
end point of the utterance.

Spectral information is extracted for each differenced and
Hamming windowed frame of the speech signal using linear
prediction (LP) analysis [7]. The spectral information is rep-
resented using weighted linear prediction cepstral coefficients
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as candidates of VOPs. (e) Hypothesized VOPs.

(WLPCC) and the corresponding delta cepstral coefficients [3].
A 12th order LP analysis is used to derive the 20 weighted linear
prediction cepstral coefficients for each 20 ms frame. The delta
cepstral coefficients are obtained by deriving the average slope
of the contour for each of the WLPCCs from seven succes-
sive frames [3]. Only the first five delta cepstral coefficients are
considered, as it was experimentally found that the other delta
coefficients did not contribute much to the performance of the
speaker verification system [8]. Thus the feature vector for each
frame consists of 25 components (20 WLPCCs and 5 delta cep-
stral coefficients). We use this 25 dimension vector to represent
segmental features of speech.

Both the reference and test utterances are represented by a
sequence of 25 dimension feature vectors. The reference and
test utterances are matched using the Dynamic Time Warping
(DTW) algorithm [9]. The matching score is the minimum dis-
tance, which is obtained along the optimal warping path of the
DTW algorithm.

The performance of the speaker verification system is evalu-
ated as follows: For each speaker for each sentence, the genuine
and the impostor scores are normalized to the range from —1
to 1. The threshold is linearly varied from —1 to 1, and at each
threshold the fraction of the False Acceptance (FA) and the frac-
tion of the False Rejection (FR) are noted. The point at which
the FA and FR curves as a function of the threshold meet is the

Steps in the detection of VOPs. (a) Speech signal with manually marked VOPs. (b) Hilbert envelope of the LP residual. (c) VOP evidence plot. (d) Peaks

Equal Error Rate (EER) for that speaker. The average value of
the EER for all the speakers and for all the sentences is given in
the first row of Table II. We found that the results obtained using
the proposed VOP-based end-points detection are significantly
better (reduction in EER by more than half) than the results ob-
tained using simple amplitude-based approach for end-points
detection [6].

Comparing the performances of the system for microphone
and telephone speech data, it can be seen that the performance of
the system degrades for the telephone speech as well as for inter-
session/inter-channel case. The performance of the speaker ver-
ification system can be improved by incorporating additional in-
formation. In the following sections we explore the use of pitch
and duration information, as well as the information in the ex-
citation component of speech.

IV. DURATION AND PITCH INFORMATION FOR
SPEAKER VERIFICATION

State-of-the-art automatic speaker recognition systems are
based on the spectral features extracted over short segments
(10-30 ms) of speech [10]. Humans use several features at
suprasegmental level like pitch, duration, idiolect (or word
usage), speaking rate and speaking style for recognizing
speakers. Atal [11] proposed a speaker recognition method



578 IEEE TRANSACTIONS ON SPEECH AND AUDIO PROCESSING, VOL. 13, NO. 4, JULY 2005

250 T . -
— Genuine Utterance1
- - - Genuine Utterance2
------ Genuine Utterance3 .
200 | .- - Genuine Utterance4 v 1
3
€
]
C .
— 150 I i
[}
o
©
H* A
100 - 1
ol
'y
50 ’ ! ! !
50 100 150 200 250
# of Test Frames
(@)
Fig. 2.

using pitch contours. Significance of long-term features like
pitch and energy for speaker recognition is discussed in [12].
Statistical features of pitch, pitch tracks and local dynamics in
pitch are also used in speaker verification [13]. In these studies
([12], [13]) it is shown that addition of the suprasegmental
features improves the performance of spectral-based speaker
verification system. A text-prompted speaker verification
technique using pitch information in addition to spectral infor-
mation is proposed in [14]. The system is found to be rejecting
impostor testing using synthetic speech better compared to the
speaker verification based only on spectral features.

The usefulness of prosody and lexical information for speaker
identification is demonstrated in [15]. Recently a project titled
SuperSID is undertaken for exploring the usefulness of high-
level information for speaker recognition [16]. The objective of
this project is to analyze, characterize, extract and apply high-
level information to the speaker recognition task. Some of the
results of this project are published in [17], [18]. Approaches
for modeling the dynamics in the pitch and energy trajectories
is proposed in [18]. The study of suprasegmental features for
speaker recognition is also reported in [17]. It is shown that the
suprasegmental features provide significant improvement when
added with the spectral-based speaker verification systems.

In this work we propose methods to extract duration and
pitch information for the text-dependent speaker verification
task. The novelty of the proposed methods lies in the way of
exploiting the nature of warping path to derive duration and
pitch information.

A. Duration Information

Interest in the use of duration information for speaker recog-
nition appears to be less because of the difficulty in locating
the boundaries, and measuring the duration of the units such
as syllable, word or phrase. It is useful to extract the duration
information without explicitly locating the boundary of any
unit. This is accomplished in this work by using the nature
of the optimal warping path obtained in the DTW algorithm.
The nature of the DTW path indicates the extent of mismatch
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Optimal warping paths of four different test utterances matched against the same reference template. (a) Genuine case. (b) Impostor case.

between the relative durations of the units in the reference and
the test utterances.

The baseline system uses the DTW algorithm only for ob-
taining the matching score. It ignores the information present in
the resulting warping path. The DTW path is represented by a
sequence of K points C(1),C(2),...,C(k)...,C(K), where
C(k) = (x(k),y(k)),z(k) is the frame index of the test ut-
terance, and y(k) is the frame index of the reference utterance.
An analysis was carried out to study the nature of the warping
path by matching the reference and test utterances of genuine
and impostor speakers. It was observed that the nature of the
warping path that joins the points C'(k),k = 1,..., K follows
closely the diagonal line in the -y plane for genuine speakers,
whereas it deviates significantly from the diagonal line for im-
postor speakers. Fig. 2 illustrates the behavior of the warping
paths for genuine and impostor speaker test utterances with a
reference utterance of a target speaker. The significance of this
behavior of the warping path can be explained as follows.

The duration of the test utterance by a genuine or an impostor
speaker for a given text may or may not match with the duration
of the reference utterance of the target speaker. As a result, it is
not possible to arrive at a conclusion based on matching the du-
rations (amount of time taken) of the entire utterances, or even
by matching the durations of each of the corresponding units
(such as syllable or word or phrase) in the utterances. But it is in-
teresting to note that, although the total duration of the utterance
of the same text may vary from that of the reference utterance for
the genuine speaker, the relative durations or the percentage du-
rations of the units in the utterance are usually consistent. This
consistency in the relative durations of the units in the refer-
ence and test utterances results in a warping path which is nearly
straight. If a mismatch occurs between the relative durations of
the units of the reference and test utterances, then the nature of
the warping path will be highly irregular. In other words, the ex-
tent of mismatch between the relative durations of the units of
the reference and test utterances is related to the deviation of the
warping path from a straight line. The straight line is the regres-
sion line obtained by the least square fit of the points along the
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TABLE 11
PERFORMANCE OF THE TEXT-DEPENDENT SPEAKER VERIFICATION SYSTEM
WITH SPEECH FROM MICROPHONE, TELEPHONE, AND INTER-SESSION.
THE ABBREVIATIONS MIC, TEL, AND INT INDICATE MICROPHONE,
TELEPHONE, AND INTER-SESSION, RESPECTIVELY

Type of Row Feature Equal Error Rate
system No. MIC | TEL | INT
Basic 1 Spectral 254 | 2.77 | 3.73
systems 2 Duration 7.79 | 7.50 | 7.54
3 Pitch 8.67 | 8.44 | 8.70
4 Source 13.57 | 14.54 | 14.24

Combination | 5 Spectral 2.60 | 2.89 | 3.94

systems (using small test data)

6 Spectral+Duration 1.14 | 1.28 | 1.99

7 Spectral+Duration+Pitch 0.75 | 0.84 | 1.12

8 | Spectral4+Duration+Pitch+Source | 0.33 | 0.70 | 0.74

warping path. The deviation of each point y(k) of the warping
path from its regression line is an indication of the mismatch in
the relative durations between the units of the reference and test
utterances. The regression line of the warping path is given by
y' (k) = ma(k) + ¢, where 3/ (k) is the point on the regression
line corresponding to the frame z(k) on the z-axis, m is the
slope of the regression line, and c is the intercept of the regres-
sion line. The slope and the intercept of the regression line are
computed by means of the least squares method. The deviation
of the actual warping path from the regression line is indicated
by the average sum of the squared error (E,), given by

B, = SimaW'() — (k) ®
K
where K = Number of points along the warping path.

In order to have a comparative study of the effectiveness of the
duration information and the spectral information for speaker
verification, the same speech database described in the previous
section is used. The test utterances are matched against the three
reference utterances of the target speaker using the DTW algo-
rithm. The error as given by (2) is computed for each of the com-
parisons. These error values are then normalized to the range
—1 to +1. As the threshold is varied linearly from —1 to +1,
the fraction of FA and FR are noted. The point at which the FA
and FR curves as function of the threshold meet is noted as the
EER for that speaker. The average value of the EER for all the
speakers and for all the sentences is given in the second row of
Table II.

It can be observed from the table that the duration information
does not critically depend on the channel characteristics. The
performance of the system will be poor when the duration in-
formation alone is used. But when combined with the evidence
from the spectral information, the performance of the speaker
verification improves significantly as discussed in Section VI.

B. Pitch Information

The pitch contour of an utterance also contributes to the
speaker-specific information. Pitch is the acoustic correlate of
the rate of vibration of the vocal folds. The uniqueness of the rate
of vibration of the vocal folds is due to differences in the size of
the vocal folds, and also due to the accent imposed by the speaker
(which is a learnt attribute). The physiological constraints de-
termine the average pitch of the speaker. The speaking style
determines the pitch pattern or the variation of the pitch frequency
as a function of time. The local variations of the pitch contour
is more representative of the speaker than the average pitch.

In this work an attempt is made to incorporate the pitch
pattern information in a text-dependent speaker verification
system. The evidence obtained from the pitch information is
likely to be complementary to that obtained from the spectral
information of the speech signal. It is also known that the pitch
features are not sensitive to channel variations [11].

The similarity of the pitch contours of the reference and test ut-
terances can be captured by using the optimal warping path ob-
tained in the DTW algorithm. The pitch contour of an utterance
is computed using the Simple Inverse Filtering Technique (SIFT)
algorithm [19]. The absolute difference of the pitch frequencies
for a few selected matching frames in the reference and test ut-
terances are summed up to get the pitch score (Ps). Twenty pairs
of matching frames are selected such that the Euclidean distance
between the spectral feature vectors of these frame pairs are the
lowest among all the points in the warping path. Also it should be
ensured that none of these pairs have a zero pitch frequency in the
reference and test frames. In this way we ensure that the sound
units are similar in both the reference and test utterances, and
that those units are voiced. The pitch score is computed as

L
P =Y |Fo(x(i)) = Fo(y(i)] 3)
i=1
where
Fo(x(i))  pitch frequency of the frame x(7) of the test utter-
ance;
Fo(y(i))  pitch frequency of the frame y(i) of the reference
utterance;
L number of points (20) chosen for computing the

pitch score. These points correspond to the least
distant pairs, and which also satisfy the condition
Fo(x(i)) # 0 and Fo(y(i)) # 0.

The speech database and the number of genuine and impostor
speaker tests are the same as described in the previous sections.
The pitch scores are normalized to the range —1 to +1. As the
threshold is varied linearly from the —1 to +1, the fraction of FA
andFR arenoted. The pointat which the FA and FR curves as func-
tion of the threshold meet is noted as the EER for that speaker.
The results of the text-dependent speaker verification system
using the pitch information is given in the third row of Table II.

The experiments show that the pitch contour gives useful
speaker-specific information. Although the performance of the
system is poor if pitch alone is used for speaker verification,
the performance improves significantly when combined with the
evidence from spectral and duration information. This is dis-
cussed in Section VL.
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V. SOURCE INFORMATION FOR SPEAKER VERIFICATION

The excitation source in the production of speech seems to
provide some cues for automatic speaker verification [20]. In-
formation about the excitation source is present in the linear
prediction (LP) residual of the speech signal. It was shown that
auto-associative neural network (AANN) models can be used to
capture the speaker-specific information in the residual signal
[20]. This section describes studies made on the source charac-
teristics of the speech signal for a text-dependent speaker veri-
fication [8].

In the LP analysis the signal s,, is predicted using a linear
weighted sum of the past p samples. The error between the ac-
tual value s,, and the predicted value s, is given by

€n = Sn — Sn “4)
where
p
0= =D AkSu—k- 5)
k=1

The error e, is the LP residual of the speech signal, when the
optimal values of {ax} are used in (5). The optimal values of
{ar} are obtained by using the least square error formulation
of the linear prediction [7]. This involves solution of the normal
equations given by

P
ZakR(n—k’) =—R(n), n=1,...p (6)
k=1

where R(n) = ), s(m)s(m — n) is the autocorrelation func-
tion. The autocorrelation function is a second order statistic. Al-
though the second order correlation is removed by means of the
LP analysis, most of the higher order relations among the sam-
ples may still remain in the LP residual. These relations in the
residual may contain speaker-specific information, and can be
captured using AANN models [20]. An AANN consists of one
input layer, one output layer, and one or more hidden layers. The
units in the input and output layers are linear units, and the units
in the hidden layers are nonlinear. The number of units in the
input and output layers are equal to the dimension of the input
data. The middle hidden layer may have fewer units than in the
input and output layers.

The AANN model used in this study has five layers with
the structure shown in Fig. 3. The structure of the network is
40L 48N 12N 48N 40L, where L denotes linear units and N
denotes nonlinear units. The structure is based on the extensive
studies made on these models for extracting speaker-specific
information [20]. The AANN is trained using the LP residual
signal. Blocks of 40 samples of the LP residual are considered
with a shift of 1 sample. Each block is normalized to unit mag-
nitude by dividing each sample with the magnitude of the vector
of samples in the block. The target output is same as the input
vector. The weights of the network are adjusted using the back-
propagation algorithm [21]. The network weights are initialized
to random values, and the network is trained for 60 epochs. One
epoch consists of giving all the frames of the residual signal in
succession. The number of frames is almost equal to the number
of the samples, except those belonging to the silence and the

INPUT
OUTPUT

HIDDEN LAYERS

Fig. 3. Structure of AANN.

low energy regions. The final weights define the model for the
speaker. Three models are created for the three reference utter-
ances of a given speaker.

Blocks of the normalized residual samples from the test utter-
ance are given as input to the AANN model of the target speaker.
The squared error (F;) between the actual output and the target
output (which is same as the input vector) is obtained for each
frame. The average of the error values over all the frames is
computed as ¢ = (1/N) Zf\;l E;, where N is the number of
the frames used in testing. The average error value per frame
is the score obtained by comparing the test utterance with the
target model.

In order to evaluate the effectiveness of the source features,
both genuine and impostor speaker tests were conducted. For
consistency and comparison of the performance of the system
using different features, the database is same as used in the
previous sections. The results of the speaker verification system
using the source information is given in the fourth row of
Table II. Although the performance of the speaker verification
system using the source information alone is poor compared to
the performance obtained using the spectral, duration and pitch
information, the performance improves significantly when this
evidence is combined with the evidence from other sources of
information as discussed in the next section.

VI. COMBINING EVIDENCE FROM SEGMENTAL,
SUPRASEGMENTAL AND SOURCE INFORMATION

Studies have shown that features and classifiers of dif-
ferent types may complement each other, and thus give an
improvement in the classification performance when they are
used together [22]. Since the features derived separately from
the spectral (segmental), duration and pitch (suprasegmental)
and excitation (source) information give nearly independent
sources of evidence, they can be combined to improve the
performance of a speaker verification system. In this section we
discuss methods based on neural network models to combine
the evidence obtained from different types of features.

There are four different features, namely, spectral, duration,
pitch and excitation source. We can obtain evidence from each
of these features as described in the previous sections. There are
45 genuine trial scores and 261 impostor trial scores for each
speaker per sentence. All the scores are normalized to the range
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Fig. 4. Distribution of the score vectors for genuine and impostor trials. (a) Spectral and duration information. (b) Spectral, duration, and pitch information.

—1to+1. Since there are 4 different features, we get a 4-dimen-
sional vector for each of the genuine trial scores and impostor
trial scores. If we use 2 or 3 features only out of the 4, then cor-
respondingly the genuine and impostor scores will be 2-D and
3-D, respectively.

The objective is to develop a 2-class (genuine and impostor)
classifier using the 2-D or 3-D or 4-D score vectors, corre-
sponding to the result of combining two, three, or four features,
respectively. Fig. 4(a) and (b) illustrate the distribution of the
score vectors for a given speaker for one sentence. In order to
capture the dividing surface between the genuine and impostor
classes, a multilayer perceptron (MLP) network is trained using
30 of the 45 genuine trail score vectors and 180 of the 261 im-
postor trial score vectors. The remaining 15 genuine trail score
vectors and 81 impostor trial score vectors are used for evalu-
ating the 2-class network classifier. The impostor examples used
for testing are obtained from speakers different from those used
for training the MLP. The structure of the MLP depends on the
number of features used to combine the scores. The 4-layer struc-
tures of the MLP for combining two, three, and four features are
respectively, 2LAN3NIN,3L6N3N1IN and 4NSN3N1N,
where L refers to linear units, /N refers to nonlinear with acti-
vation function tanh( - ), and the numbers refer to the number
of units in that layer. These structures were determined based
on some preliminary experiments. However, the number of
layers and the number of units in the layers can vary significantly
without affecting the performance of classification.

For each classifier, the genuine (15) and impostor (81) trial
score vectors of the test data for each speaker and for all the sen-
tences are used to evaluate the performance of the combination
feature. There are 4500 genuine trials and 8700 impostor trials.
The threshold at the output layer is varied from —1 to +1, and
the fraction of FA and FR utterances are obtained. The value of
the FA/FR at which the FA and FR curves as a function of the
threshold intersect will give the EER. The EERs are obtained for
all the ten sentences and for all the 30 speakers, and the average of
these EERSs gives an indication of the performance of the verifica-
tion system. The average EER values, when two, three, and four
features are combined, are given in rows 6, 7, and 8, respectively,

in Table II. We have obtained the EER values for the small test
data using spectral information alone, and the results are given in
the fifth row of the table. Note that these are not significantly
different from the EER values obtained using the complete data
(see first row). But the values shown in the fifth row are useful
for comparing the EER values of the combined systems.

As expected, the performance of the speaker verification
system improves as more features from independent sources of
information are used in combination. For example, the perfor-
mance of the system is better when the duration information
is combined with the spectral information, compared to the
performance with the spectral information alone. Likewise, the
performance obtained is best when all the four features are used.
The overall performance is good for both telephone and also
for inter-channel tests. The inter-channel tests also correspond
to inter-session tests. Hence the degradation in performance
is not significant due to channel and session variations, when
evidence from multiple sources of information are combined.

VII. SUMMARY

Most present day systems for speaker verification use the
information about the characteristics of the vocal tract, which
are reflected in the short-time spectral features. These systems
ignore the information present at the suprasegmental level such
as duration and pitch. They also ignore the speaker characteris-
tics present in the excitation source during speech production.
We have proposed a method to extract duration and pitch in-
formation from the warping path of the dynamic time warping
algorithm. The speaker-specific characteristics of the excitation
source are extracted from the LP residual using an AANN model.
Features from spectral, duration, pitch and excitation compo-
nents of speech provide evidence from independent sources of
information. Hence the performance of the speaker verification
system could be improved by combining the evidence from these
multiple sources of information. The evidence from the different
sources were combined using a MLP network. It was shown that
not only that the performance of verification improved, but also
the nonspectral features such as duration, pitch and excitation
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source were found to be robust for variations due to channel and
session. That is the reason why there is not much difference in
the performance for telephone channel and for inter-channel
comparison. The slightly poorer performance for the telephone
channel compared to microphone channel is due to generally
low SNR of the telephone speech data.

We have also proposed a robust method for end-points de-
tection, which is crucial for a text-dependent speaker verifica-
tion system based on template matching. Therefore with a good
end-points detection algorithm, coupled with combining evi-
dence from multiple sources of information, it is possible to
build robust text-dependent speaker verification systems.
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