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Abstract—Inspired by the success of Deep Learning based
approaches to English scene text recognition, we pose and bench-
mark scene text recognition for three Indic scripts - Devanagari,
Telugu and Malayalam. Synthetic word images rendered from
Unicode fonts are used for training the recognition system. And
the performance is bench-marked on a new - IIIT-ILST dataset
comprising of hundreds of real scene images containing text
in the above mentioned scripts. We use a segmentation free,
hybrid but end-to-end trainable CNN-RNN deep neural network
for transcribing the word images to the corresponding texts.
The cropped word images need not be segmented into the sub-
word units and the error is calculated and backpropagated
for the the given word image at once. The network is trained
using CTC loss, which is proven quite effective for sequence-
to-sequence transcription tasks. The CNN layers in the network
learn to extract robust feature representations from word images.
The sequence of features learnt by the convolutional block is
transcribed to a sequence of labels by the RNN+CTC block. The
transcription is not bound by word length or a lexicon and is
ideal for Indian languages which are highly inflectional.
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I. INTRODUCTION

A. Scene Text Recognition

The problem of scene text recognition deals with recogniz-
ing text in natural scene images. Traditionally text recognition
was focused on recognizing printed text in documents. Such
systems expected the images to be black and white, and in
a document style layout comprising of text lines. The text in
natural scenes in contrast appear in huge varieties in terms of
layout, fonts and style. The traditional OCR systems do not
generalize well to such a setting where inconsistent lighting,
occlusion, background noise, and higher order distortions add
to the problem complexity. Most works in this area, treat the
scene text recognition problem as two sub-problems - detecting
bounding boxes of words in an image and then recognizing
the individual, cropped word images. Our work deals with
the second problem, where a cropped word image need to be
recognized.

Recognizing text appearing in natural scenes has become
increasingly relevant today with the proliferation of mobile
imaging devices. Text appearing in natural scenes provide
a great deal of information helpful in understanding what
the whole image is about. To be able to recognize text in
natural scenes will be quite useful in scenarios like autonomous
navigation, assistive technologies for the visually impaired,
traffic surveillance systems, mobile transliteration/translation
technologies, mobile document scanners etc. Hence building

Fig. 1: Natural scene images, having text in Indic scripts;
Telugu, Malayalam and Devanagari in the clock wise order

a robust scene text recognition system will have a significant
impact on many other problems involving computer vision.

Deep Learning based methods significantly improved the
scene text recognition accuracies for English. A Convolutional
Neural Network (CNN) was used in [23], [24] to recognize
individual characters in a word image and predicted characters
are combined for a word to output the transcription for the
given word image. These methods required a good character
segmentation algorithm to segment the word image into sub-
word units. Such methods would not be suitable for Indic
scripts where sub word segmentation is often difficult. The
problem was modelled as image classification in [12] where
each word image was classified into word classes, drawn from
a fixed size lexicon. This method, bounded by a lexicon is
inherently not suitable for highly inflectional Indian languages.
Another set of solutions learn common representations for
word-label pairs and retrieval and recognition is performed
on the learnt representations. In [25] word image and the text
are embedded into a vector-subspace. This setting, enabled to
model the scene text recognition problem as a retrieval problem
- to retrieve the most satiable text from the vector-subspace
once a word image is given.

The segmentation-free, transcription approach has been
proven quite effective for Optical Character Recognition (OCR)
in Indic Scripts [18], [19] and Arabic [11] where segmen-
tation is often problematic. Similar approach was followed
for English scene text recognition in [9]. Handcrafted features
derived from image gradients were used with a Bidirectional
Long Short Term Memory (LSTM) to map the sequence of
features to a sequence of labels. Then Connectionist Temporal



Classification (CTC) [16] loss was used to computer the loss
for the entire sequence of image features at once. Unlike the
problem of OCR, scene text recognition required more robust
features to yield results comparable to the transcription based
solutions for OCR. A novel approach combining the robust
convolutional features and transcription abilities of RNN was
introduced in [26]. Here a 7 layer CNN stack is used at the head
of an RNN + CTC transcription network. The network named
as CRNN is end-to-end trainable and yielded better results than
transcription using handcrafted features.

B. Recognizing Indic Scripts

Research in text recognition for Indic scripts has mostly
been centred around the problem of printed text recognition;
popularly known as OCR. Lack of annotated data, and inherent
complexities of the script and language were the major chal-
lenges faced by the community. Most of the early machine
learning approaches which were effective for English OCR,
were not easily adaptable to Indian languages setting for this
reason. Even today, when modern machine learning methods
could be used in a language/script agnostic manner, lack of
annotated data remains as major challenge in case of Indian
languages. There had been few works, which addressed the
data scarcity by using synthetic data. A synthetic dataset
comprising of 28K word images was used in [1] for training
a nearest neighbour based Telugu OCR. The images were
rendered from a vocabulary of 1000 words, by varying font,
font size, kerning and other rendering parameters.

Early attempts to recognize text in Indian scripts, often re-
quired a segmentation module which could segment word into
sub-word units like characters or aksharas. Lately the works
in OCR started following segmentation-free approaches. There
have been works using Hidden Markov Models (HMMs) [2]
and Recurrent Neural Networks (RNNs) [19]. Among these
RNNs became quite popular choice for transcribing text words
or lines directly into a sequence of class labels. LSTM Net-
works used along with (CTC) loss enabled end-to-end train-
ing of a network which can transcribe from a sequence of
image features to a sequence of characters. This approach
did not require segmenting words or line images into sub-
units, and could handle variable length images and output
label sequences. It has been proven quite effective for complex
scripts like Indic Scripts and Arabic were segmentation of
words into sub-word units is often difficult [18], [19], [11].
Use of a Bidirectional LSTM (BLSTM) enabled modelling past
and future contextual dependencies. This significantly helped
in accurately predicting certain characters, particularly vowel
modifiers (matras) in Indic scripts. The challenges posed by
Indic scripts and how the transcription approach helped to
overcome those are discussed in detail in [19]. OCR using
RNN+CTC has been using either raw pixels of the input
image [11], [19] or handcrafted features like profile based
features [18] as the input representation. We shall refer to such
methods using RNN+CTC on handcrafted features as RNN-OCR
hereafter.

C. Scene Text Recognition for Indic Scripts

Inspired form the success of RNN-OCR, we attempt to
extend it to the problem of scene text recognition in Indian
languages. Unlike English , there has been no works in scene

Fig. 2: Visualization of the Hybrid CNN-RNN network
architecture used in this work.

text recognition in Indic scripts to the best of our knowledge.
Three major contributions of this paper can be listed down as

• Synthetic scene text data - Word images are rendered
using Unicode fonts for indic scripts, from a large
vocabulary. The foreground and background texture,
colors and other rendering parameters are varied to
make the rendered images look similar to the real
scene images. Fig. 3 shows sample synthetic images
rendered

• Real scene text data - A new, real scene text dataset
- IIIT-ILST was curated to benchamrk the recognition
performance. This dataset comprises of hundreds of
word images, for each script

• Benchmarking Scene text recognition - A segmenta-
tion free, end-to-end trainable system is employed.
The hybrid CNN-RNN network used here, is trained
purely on syntheticcally rendered word images. The
trained network is then tested on the real scene text
data.

The rest of the paper is organized as follows; Section II
describes the hybrid CNN-RNN architecture we use. Section
III presents details of the rendering process used to generate
the synthetic dataset, a brief summary of the IIIT-ILST dataset
and the network architecture used. Quantitative and qualitative
results, and a discussion on the results are presented in section
IV Section V concludes with the findings of our work.

II. CNN-RNN HYBRID ARCHITECTURE FOR
TRANSCRIPTION

The hybrid CNN-RNN network consists of three compo-
nents. The initial convolutional layers, middle recurrent layers
and a final transcription layer. This network can be trained in
an end-to-end fashion using the CTC loss and is not constrained
by any language-specific lexicon. Consequently, any possible
combination of the script’s character-set can be recognized by
the model.

The convolutional layers follow a VGG [10] style archi-
tecture where the fully-connected layers have been removed.
These layers obtain robust feature representations from the
input images. The sequence of features are then passed on
to the recurrent layers which transcribe them into an output




