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Abstract

In this paper, a novel and effective method for impulse
noise removal in corrupted color images is discussed. The
new method consists of two phases. The first phase is a
noise detection phase where a modified Hopfield neural net-
work is used to detect impulse noise pixels. The second is a
noise filtering phase where the disadvantage of taking Vec-
tor Median in a single color space is addressed and a new
algorithm based on performing Vector Median first in RGB
space and then in HSI space is presented. The results of
simulations performed on a set of standard test images on
a wide range of noise corruption show that the proposed
method is capable of detecting all the impulse noise pix-
els with almost zero false positive rates and removes noise
while retaining finer image details. It outperforms the stan-
dard procedures and is yet simple and suitable for real time
applications.

1. Introduction

Many types of distortions limit the quality of digital im-
ages during image acquisition, formation, storage and trans-
mission. Often, images are corrupted by impulse noise.
The intensity of impulse noise has the tendency of being
either relatively high or low thereby causing loss of image
details. It is important to eliminate noise in images before
using them for other image processing techniques like edge
detection, segmentation, registration etc. Several filtering
methods have been proposed in the past to address impulse
noise removal. One of the more famous filters for gray scale
images is the standard median filter which rank orders the
pixel intensities within a filtering window and replaces the
center pixel with the median value. Extending the idea of
a scalar median filter to color images is not straightforward
due to the lack of a natural concept of ranking among the
vectors. Color distortion may occur when the scalar me-

dian filter is applied separately to every single component
of the color vectors. A method called Vector Median Filter
(VMF) which considers all the three color components and
rank orders the vectors has been proposed in [2]. Various
modifications of the standard VMF have been introduced
like Directional Median Filter [28] and Central Weighted
Vector Median Filter [30]. The idea of applying a filter in a
color space different from RGB was introduced in [29] and
[3] which uses HSI and L*a*b* spaces respectively.

The biggest drawback of the conventional vector me-
dian approaches is that they apply median operation to
each pixel, irrespective of it being corrupted or not. An
intuitive solution to overcome this disadvantage is to first
detect the corrupt pixels and then to apply filtering on
those pixels alone. Several algorithms have been proposed
which follow this two-step method. Of them, a large class
[14][25][31][33] is based on rank ordering the color vectors
and another exhaustive class [20][9][13] is based on fuzzy
techniques.

One of the main problems with impulse noise detection
is that it is difficult to differentiate between an edge and
an impulse noise. In the intensity space, both these stand
as peaks in their neighborhood. In [14], the difference be-
tween the center pixel with the minimum and maximum
gray value in the filtering window is taken and if greater
than a certain threshold, the center pixel is considered as
noise. The disadvantage of this method is that the false pos-
itive rate is very high and most of the edges also get detected
as noise. The same disadvantage applies to detection meth-
ods followed in [25], [31] and [33]. Moreover, [25] works
only on random valued impulse noise and [33] is compu-
tationally expensive. In [34], a neural network was trained
for impulse detection. But it works only on fixed impulse
noise and the learning method of the network is supervised.
In [20], which is a fuzzy technique, the membership func-
tion is very crucial for the performance of the noise detec-
tion step. This function depends on many parameters which
need to be tuned.

Our goal is to develop a technique which is fast and ac-
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curate and needs tuning of a minimal number of parameters.
In this paper, we propose a novel two-step solution for im-
pulse noise removal. The steps are:

1. Noise detection based on Hopfield Neural Network.

2. Noise Filtering based on VMF in two color spaces.

The noise detection is unsupervised since HNN is a self-
learning network and it needs tuning of minimal param-
eters. Once tuned, the parameters work well on a varied
set of images. The noise filtering method is developed by
addressing the disadvantage(s) of applying VMF only in a
single color-domain as was done till now. The proposed
algorithm tested on different images across various levels
of noise has shown superior performance both qualitatively
and quantitatively in both PSNR and Mean Absolute Error
(MAE) measurements.

Section 2 describes our algorithm for impulse noise de-
tection. Section 3 describes the proposed noise filtering al-
gorithm. Section 4 presents experiment details and results
followed by discussion and concluding remarks in Sections
5 and 6.

2. Impulse Noise Detection

A Hopfield Neural Network (HNN) is a single-layered
self feedback structure or a recurrent ANN where every unit
is connected to every other. It takes binary values as inputs
i.e., either -1 and +1 or 0 and 1 and gives binary values as
outputs based on an activation function. Every connection
in the network can be associated with a weight and is rep-
resented as a two-dimensional matrix called a weight ma-
trix W . The Hopfield network is trained by supplying input
feature vectors or pattern vectors corresponding to differ-
ent classes. The network is then used to classify the test
patterns into classes whose patterns it was trained with. Its
architecture is shown in Figure 1.

The HNN was modified in [5] and was used for edge de-
tection in gray scale images. We have adapted the modified
HNN for impulse noise detection.

Let x be an input vector, W ,the weight matrix, a,the ac-
tivation function (a = Wxt) and let sgn[y] represent the
signum function.

Then the transmission rule is :-

xt+1 = sgn[Wxt], t = 1...T (1)

sgn[aj ] =

⎧⎪⎨
⎪⎩

aj = 1, If aj > 0
aj = −1, If aj < 0
Else aj = 0

(2)

The learning rule is :

Wk+1 = Wk + η[x0x
T
0 − (Wxt)(Wxt)T ] (3)

Figure 1. Architecture of N unit HNN (Image
Courtesy of [5])

where η ( η > 0 ) represents the learning coefficient and t
(t > 0) represents the number of iterations the state vector
has to perform before a weight matrix update.

Feature Vectors:

The feature vectors are derived from the image patches
around randomly chosen pixels. For every chosen pixel, its
8-neighborhood (N8) is considered and the resulting 3 × 3
mask is row-ordered to obtain the 9-dimensional feature
vector. Though the standard HNN takes only binary val-
ues, we modified it to take values which fall in the range of
[−1, 1] by rescaling the feature vector values. After one it-
eration, the signum function makes all the values binary.
With these feature vectors, a trained network can detect
those noise pixels which are in complete contrast with their
N8 neighbors. In order to make our HNN distinguish even
those noise pixels which vary to a lesser extent from their
N8 neighbors, a further rescaling of the input vectors is done
iteratively to focus the attention of the network on a small
range of values at a time. The rescaling procedure followed
in [5] is used.

Training the Network:

Since the feature vectors are small random patches of an
image, a single image will serve the purpose of a training
image. Since we want our HNN to detect impulse noise dif-
ferentiating it from the edges and smooth regions, any im-
age with good variety of edges and sufficient impulse noise
is sufficient for training. The learning algorithm is the same
as that used in [5]. Thus, the HNN is trained with the input
vectors which correspond to three classes impulse noise,
edges and smooth regions.
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Identification of the noise pattern:

Before testing the network, it is important to understand
the behavior of the network in the presence and absence of
impulse noise. Since there are 9 nodes in our HNN, we get
9 outputs. The network will respond not only to the impulse
noise in the image but also to the smooth regions and to the
edges.

If the center pixel being considered is in a smooth neigh-
borhood i.e., if all the pixels in a filtering window are not
noisy, then all the 9 nodes behave in the same way and out-
put the same value i.e.,either +1 or -1.

If the center pixel is corrupted, it’s output behaves dis-
tinctly from that of it’s 8-neighbors i.e., if all the 8 neigh-
bors give +1 as an output, the output of the center pixel will
be -1 and vice versa. The same has been illustrated below:

+1 +1 +1 +1 −1 +1 +1 +1 +1

(OR)

−1 −1 −1 −1 +1 −1 −1 −1 −1

It is desirable to obtain a single output, for example a +1
for a noise pixel and a 0 for a non-noise pixel. To achieve
this, all the 9 nodes are connected to a single node called
the output node. The function of this node is as follows:

output =

⎧⎪⎨
⎪⎩

1 if
∑9

(i=1,i �=5) xi = 8 and x5 = −1, or∑9
(i=1,i �=5) xi = −8 and x5 = 1,

0 otherwise.
(4)

Thus, given a test image to a trained HNN, it performs
a binary classification of every pixel into either of the two
classes - noise or non-noise.

Extending the above method to color images:

The above discussed method works for gray scale im-
ages. In order to extend it to color images, we apply this
method to each channel independently. If a pixel is classi-
fied as noisy in any of the three R, G or B channels, then it
is classified as a corrupted pixel in the color image.

3. Noise Filtering

In general, Vector Median is calculated by taking the
sum of the distances from every pixel to every other pixel
in its neighborhood in the filtering window and the pixel
which gives the minimum of these distances is taken to be
the Vector Median of that filtering window.

The main disadvantage of Vector Median filtering is that,
in practice, no distinct minimum exists. This gives rise to
more than one pixel being fit for getting selected as the Vec-
tor Median. Let N be the total number of pixels and S rep-
resent the subset of pixels which are fit for being a Vector
Median in the considered filtering window. If the region be-
ing considered is a smooth region, choosing any one of the
pixels from S will not distort the visual perception of the
image because all of them will have more or less the same
value. But in the case of a non smooth region, selecting any
pixel from S without further verification is likely to give un-
acceptable results because the pixels may not have similar
values. Thus, there should be a criterion to solve this am-
biguity. The standard VMF [2] does not impose any rule to
pick the best fit pixel in this case.

Hence we propose an Improved VMF which is based on
the fact that color distortions in the image have a direct in-
fluence on the color perception of the viewer. Accordingly,
there should also be additional perception-referred criteria
for the selection of the most suitable candidate in the filter-
ing window.

Hue is considered as the single measurement of color
experience and it represents the most sensitive direction in
the 3-D space in color image analysis. Thus, in HSI space,
the following rules have been used in [29] which perform
VMF in HSI space only:

1. The change in the hue values should be as minimal as
possible and

2. The change in the saturation should be as minimal as
possible.

In our proposed algorithm, we resolve the ambiguity by
first taking VMF in RGB space and if there are more than
one suitable candidates, then move to HSI space. The de-
tails of the algorithm are presented below:

Algorithm for Improved VMF:

Step 1: Calculate Vector Median in RGB space in the
filtering window.

Step 2: Collect all the pixels which are fit for being
the median of the filtering window.

Step 3: If there is more than one pixel fit for being
the median, then from these select that pixel which falls
closest to the mean of the Hue in HSI space.

Step 4: If more than one pixel qualifies in Step 3,
then select that pixel which falls closest to the mean of
Saturation in HSI space.

191919



This strategy was found to resolve the ambiguity at the
end of Step 4.

4. Experiments and Results

The HNN was trained with a learning coefficient η =
0.01 and with 2000 randomly chosen feature vectors. In the
training image, a random pixel is chosen and a 3 × 3 sub-
window around it is used as the feature vector for training
the network. Since the selection of the pixel is random, it
is to be ensured that the network is trained with a sufficient
number of noise pixels. Any gray scale image corrupted
with greater than 5% of noise will ensure the same.

The image shown in Figure 2 has been used to train the
HNN. It is a gray scale image and is corrupted with 10%
of salt and pepper noise. This image has a good variety of
edges as well as impulse noise so that the HNN learns the
difference between both of them.

Figure 2. Grey scale image corrupted with
salt and pepper noise which is used for train-
ing the HNN.

Noise Models:

We performed experiments by varying the amount of
noise and also by introducing different types of noise. In
general, a corrupted image can be modeled as:

X(i, j) =

{
O(i, j) with a probability of 1 − p

N(i, j) with a probability of p
(5)

where (i, j) is the pixel location, p is the percentage of
amount of noise and N(i, j) is the value of the impulse
noise and O(i, j) is the original pixel value. There are
mainly three types of noise Models used in this paper de-
pending on the values which N(i, j) can take. They are:

Fixed Impulse noise model: In this model, an L-bit im-
age N(i, j) can have only two values namely {0, 2L − 1}.
For an 8-bit image, the two values this noise model can take
are 0 and 255

Random Impulse noise model: In this model, an L-bit
image, N(i, j) can have any value in the range [0, 2L − 1].
For an 8-bit image, the value of N(i, j) is chosen uniformly
from the range [0, 255].

Additive Impulse noise model: In this model, the value
of N(i, j) is as follows:

N(i, j) = O(i, j) + X (6)

where X is a random value chosen uniformly from the
range [0, 255].

In all the above 3 models, a random pixel is selected and
a random channel of that pixel is corrupted accordingly.

A sample result of different noise detection algorithms
applied on a noisy baboon image with 15% fixed impulse
noise is presented in Figure 3. The result shown in Figure
3(d) is generated by using a 7×7 mask whereas the rest use
3 × 3 mask for noise detection. In the shown results, the
detected noise pixels are presented in red color.

The qualitative assessment of the recovered image is
done by forming a difference (between the original and
the recovered) image. For quantitative assessment of the
restoration quality, the commonly used Peak Signal to
Noise Ratio (PSNR) was used.

PSNR = 20 log10

(
255√
MSE

)
(7)

MSE =
∑N

i=1

∑m
k=1(xik − oik)2

Nm
(8)

where m is the total number of color components, N
the total number of image pixels and xik and oik the kth

component of the noisy image pixel channel and its original
value at pixel position “i” respectively ([22])

For the evaluation of the detail-preservation capabilities
of the proposed filter, the Mean Absolute Error has been
used.

MAE =
∑N

i=1

∑m
k=1 |xik − oik|
Nm

(9)

Superior performance of the technique is indicated by
high PSNR values and low MAE values.

To justify the superior performance of the proposed noise
filtering algorithm over the standard VMF, we apply both
the methods on the corrupted baboon image with 12% ran-
dom impulse noise without a prior noise detection. A sam-
ple result of this experiment is presented in Figure 4.
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(a) (b)

(c) (d)

(e)

Figure 3. Results of different noise detection
algorithms (a) Zoomed part of the original ba-
boon image (b) Proposed detection algorithm
(c) Adaptive Median filter [10] (d) ISAINF [21]
(e) Method in [1]

Certain fuzzy techniques outperform even the best algo-
rithms based on rank-ordering techniques. Thus, we com-
pared our technique with some of the fuzzy techniques. The
results are presented in Figure 6.

In order to compare the performance of our technique
with different techniques, we performed experiments for
different noise levels and noise models on different images.
Figures 5 and 7 display the comparative results on the stan-
dard test images Lena and Pepper corrupted with 15% of
additive and 5% of random impulse noise respectively.

For qualitative comparison, the difference between the
original and the recovered images obtained from different
algorithms has been depicted for Peppers. Each pixel value
in the difference image is the vectorial difference between
the original and the recovered image in RGB color space.
Since most of the difference values lie in the range [0− 64],
the pixel values in the difference images presented represent
only those values which lie in the range [0 − 64] but scaled
by a factor of 4 to observe the difference more keenly.

5. Discussion

The results presented in Figure 3 indicate the efficiency
of the proposed HNN based detection algorithm over widely

(a) (b)

(c) (d)

Figure 4. Comparision of noise filtering per-
formance without noise detection on cor-
rupted baboon image (a) Original Image
(b)Corrupted Image (c) Proposed method (d)
VMF in [2]

used existing standard detection algorithms . The results
indicate that the proposed detection algorithm has the least
false positive rate even on a high detailed baboon image.

Figure 4 presents the results which clearly depict the ef-
ficiency of our noise filtering algorithm over the standard
VMF which introduces a lot of smoothing.

Figure 5 compares different algorithms on the standard
lena image for 15% additive impulse noise. It can be ob-
served that VMF introduces a lot of smoothing whereas our
technique works as good as the other techniques and pre-
serves details and edges and does not introduce any arti-
facts.

We can notice from Figure 6 that the result of our tech-
nique is comparable to the best fuzzy technique FTSCF.
Though FTSCF method can be considered as better than
our technique,it has its own set of disadvantages. Firstly,
the detection algorithm depends on a membership function
which depends on fine tuning of a number of parameters.
The ranges in which the values of these parameters can vary
are wide. The noise removal method is not a single step but
is iterative. In contrast, our detection algorithm depends on
a single parameter which takes up a single value and gives
good results for that value for a wide range of noise and
for different images. Neither the detection nor the removal
are iterative and thus are fast and can be used for real time
applications.

The difference images presented in Figure 7 clearly show
the efficiency of our algorithm over other algorithms.

212121



(a) (b)

(c) (d)

(e) (f)

Figure 5. Comparing various algorithms on
the standard Lena image (a) The Original
zoomed part of the image (b) Corrupted Im-
age (c) Proposed Algorithm (d) Method in [1]
(e) AMF [10] (f) VMF [2]

Table 1 compares MAE and PSNR values with differ-
ent algorithms for 10% fixed impulse noise in lena. The
values depict the superior performance of FTSCF method.
Nevertheless, the performance of our algorithm is also op-
timal because there is a decrease in MAE as well as an in-
crease in PSNR. This behavior is not seen in other algo-
rithms like AVLUMS which show a greater PSNR value
than AVMF,FPGF, VDOSF etc but have a higher MAE
value.

6. Conclusion

In this paper, we proposed a 2-step solution for impulse
noise in color images - a noise detection method based
on Hopfield Neural Network followed by a noise filtering
method by exploiting the disadvantage of the standard Vec-
tor Median Filtering technique. The proposed solution is
comparable with the best available filtering schemes and
can be applied for the removal of impulse noise in natu-

Table 1. Comparing MAE and PSNR values for
10% fixed impulse noise on LENA ( Courtesy
of [22] and [20] )

Method MAE PSNR
Noisy Image 7.70 18.65
FTSCF [20] Not Available 51
Our Method 0.38 44.1
AVFF[11] 0.42 40.29
MICM[15] 0.45 38.72
SANRF[26] 0.53 38.63
FANRF[24] 0.55 38.49

AVLUMS[12] 0.90 37.85
FPGF[23] 0.58 37.5
AVMF[10] 0.61 37.45

VDOSF[16] 0.72 34.72
LIMF[4] 2.32 34.38
VMF[2] 3.41 32.85

ral images. It is not computationally intensive, so it can be
used for real time applications. It was found that the pro-
posed solution works for gray scale images also.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Figure 7. Results comparing different algorithms on Peppers image corrupted with 5% random im-
pulse noise. (a) Original Image (b) Corrupted Image (c) Our Algorithm (d) Method in [1] (e) Adaptive
Vector Median Filter [10] (f) VMF [2] (g) Difference Image obtained from our algorithm (h) Difference
Image obtained from [1] (i) Difference Image obtained from [10] (j) Difference Image obtained from
VMF [2]
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