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Abstract: Relevance feedback in Content Based Image
Retrieval(CBIR)hasbeenan active�eld of research for quite
sometime now. Many schemesand techniquesof relevance
feedback exist with manyassumptionsandoperating criteria.
Yet there exist few waysof quantitativelymeasuringandcom-
paring different relevancefeedback algorithms.Such analysis
is necessaryif a CBIR systemis to perform consistently.
In this paper we propose an abstract model of a CBIR
systemwhere the effectsof different modulesover the entire
systemis observed.Using this modelwe thoroughly analyse
performancea set of basic relevance feedback algorithms.
Besidesusingstandard measureslike precisionand recall we
also suggest two new measures to gauge the performanceof
any contemporary CBIR system.

I . INTRODUCTION

Relevancefeedbackwas introducedin ContentBasedIm-
ageRetrieval (CBIR) to improve the performanceby human
intervention[1], [2]. Sincethenit hasbecomean integral part
of most CBIR systems.There are a plethora of relevance
feedbackalgorithmsavailablein literature.Thoughtherehave
beensomestudieson relevancefeedbackalgorithms[3], [4],
[5], there has beenno systematicevaluation of the perfor-
mance(stability, convergance,precisionetc.) available.Such
an analysisis both pertinentandnecessaryasthereis a trend
towardsconsistency in CBIR systemseven in the faceof a
highly dynamicenvironment[6], [7]. Garunteedperformance
and stability of the systemcan be achieved only when all
the factors internal and external that effect the systemare
identi�ed, gaugedand tracked. Their behaviour at all condi-
tions shuld also be observed. In this paper, we attemptthis
with thehelpof a CBIR framework. which canbeconsidered
as a generalisationof many practicalalgorithms.We would
like to make it explicit that our model doesnot cover the
classof long-termlearningandfeature-lesssemanticindexing
(eg. LSI) schemes.We analyzepopular class of relevance
feedbackalgorithmsusing an instanceof the abstractmodel
for its convergence,performancein presenceof strong or
week conceptsin the collection of images.We also de�ne
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Fig. 1. Block Diagramof an AbstractCBIR Model

and measurethe performanceof the algorithms using two
new measures.Before explaining the performanceanalysis,
we explain the experimentalsettingand the model we used
for the analysis.

Query and Database: An ideal CBIR system can accept
queriesin many forms. We considera query to be a sample
image or an image patch, representedas a featurevector �

of dimension � . A typical imagedatabase� usedfor CBIR
problems,has large number of images.Many of real-life
collectionswill have strongconcepts(classes/themes)present.
In suchcases,thesedatasetscan be modeledas a union of
clusters,possiblywith outliers. In an arbitrary collection of
images,it could be modeledas a set of randompoints in
a feature space.Objective of CBIR systemsis to identify
the most similar images to the query image. Similarity is
measuredin termsof (weightedcombinationof) oneor more
features.

Numberof ResultsDisplayedThe systemat any query re-
trieves � mostrelevant imagesbasedon the typeof distance
function. The user then indicateswhich imagesare relevant
and which are not basedon his concept (signi�cance of
featuresanddistancefunction).Usually � is a small number



(say10) andis independentof thedatabasesizeor thenumber
of acceptableimages( � ) presentin the database.The total
numberof acceptableimagesin the databaseis unknown to
theuser. Theseareall theimagesin thedatasetthatfall within
an acceptablemargin of the user's concept.

UserModelUseracceptsanimageif it is within anacceptable
distancefrom the query point. User may give a feedbackof

�

1,0� ,
�

1,0,-1� , [0,1], dependingon theaccept,rejectstatusor
the partial acceptabilitiesusergive. In the simplestform user
canbemodeledasa weighteddistancefunction,with weights
representedas �	� . However, it may be noted that realistic
modelsneednot bemetricor assimpleasthis.Usercompares
the query imagewith the imagesreturnedby the systemand
acceptsbasedon a thresholdof relevance 
 . Comparisonis
doneusinga distancefunction ��

�����������

��� , which returnsthe
dissimilarity betweenthe two imageshe is comparing.

SystemModel CBIR systemlearnsto approximatethe user
notion with the help of relevance feedback.System also
modelsthe similarity with a distancefunction ��

�������������

� ;
howeverwith a different(unknown) weightvector. During the
learningprocess,systemlearnsto approximatethe similarity.
While using a weighted distancefunction, system weight
representsthe relative importanceof theparticularfeaturefor
a givenquery. The changein systemweightsis themeansby
which the systemtries to emulatethe user's concept.

Weight Updation Scheme The user gives feedbackto the
imagesthat are displayedby the systemand the systemhas
to improve from the feedbackthe user is giving. Wherethe
systemassumesthat thosefeatureswhich are morecommon
among the relevant examplesmight be more signi�cant in
being able to representthe concept.Detailed descriptionof
the relevant feedbacktechniquesis provided in III.

A. PerformanceMeasuresfor the Analysis

Thesystemis initialized with somerudimentaryconcept(sys-
temweightsor systemparameters)whenthesystemretrieves
the images,the user gives feedbackabout the discrepancy
betweenhis and the system's concept.Then the systemre-
estimatesits conceptbasedon the feedbackto representas
closelyaspossibletheuser'sconcept.Thisconceptupdationis
doneby changingthesystemweights.Thepoint at which the
system's conceptandtheuser's conceptarefairly similar and
consistentlystaysso is calledthe point of convergence.How
fastthis convergencetakesplacesigni�es how fastthesystem
adaptsto a user. In essencethe differencein concept,which
is the differencebetweenweights,reducesuntil convergence.
Hencethedifferenceof weightsat eachiterationformsa good
metric for measuringthe speedandef�ciency of the system.

The numberof relevant imagesretrieved can also be used
as a performancemeasure.This is an intersectionof the set
containingthe � imagesand the set containing � images
which areall the relevant imagesin the database.

Precisionand recall are also popular for characterizingthe
performance.The total numberof relevant imagesis calcu-
lated by comparingthe query image with all the imagesin
the databaseand the user assigningscoreto eachof them,
and�nally thresholdingthe scoresto get the total numberof
relevantimagesto theconcepttheuseris looking.Thenumber
of relevant imagesis calculatedby crosscheckingwith the
relevant imagesin the database.The retrieved set is obtained
by nearestneighborsearch.

RateOf Convergence(ROC),not to beconfusedwith receiver
operatorcharacteristicsis oneof themeasuresthatwe propose
to evaluatethe performanceof a CBIR system.ROC is the
numberof iterationsafter which the precisionof the system
remainsconstantor the systemparametersdo not change
considerably. This measureis very apt in the contemporary
schemeof things asusersof a realistic CBIR systemexpect
fastandaccurateresultswith the leastamountof iterations.

RateOf Ascent(ROA) is thesecondmeasurewe propose.It is
the measurethat quanti�es the performanceof an algorithm.
It is ����� �"!$#&%('�%()+*,�-�"!+#&.�/0/

�

�

�

� �"!$#&%('�%()+*,12�"!+#&.�/0/

�

Where � is the Rateof Convergenceof the relevancefeed-
back module. The above measuresimultaneouslyshows us
the performanceof the systemin terms of precision,recall
andef�ciency of the system.

I I . EXPERIMENTAL SETTING FOR THE EMPIRICAL

ANALYSIS

For the implementationof any relevancefeedbacksystemthe
following basic assumptionsare necessary. The featuresof
the systemcan distinguish betweenrelevant and irrelevant
images.Relevant imagesarea small part of a large database.
Therelevant imagescanbe clusteredbasedon the featuresin
the system.Usergivesaccuratefeedback.

A. Database

Three kinds of databaseswere consideredfor the experi-
mentalstudy. A databasewithout clusters(strongconcepts),a
databasewith clustersaccompaniedby randomquerypoints,
anda databasewith clustersandquerypoints that led in and
aroundthe clusters.

B. Algorithm

Oncetheusersubmitsa queryto thesystemtheimagesin the
databasearerankedbasedon thesystemdistancefunction.The

� least dissimilar(mostsimilar) imagesare selectedas the
relevant set. Then the user module comparesthe selected
images with the query using the user similarity function
and gives the � dissimilarity values to the system. The
dissimilarity valuesare classi�ed into relevant and irrelevant



Fig. 2. The above �gure shows two syntheticdatasetsD1,D2,D3,D4. D1 is a sparsedataset of 100000points where the points in the featurespace
arespreaduniformly with no clustering,indicatingmany independentconcepts.D2 is a Desnsedatasetof 120000points,D3 of 130000pointsandD4 of
150000points,wherebesidethe uniform backgrounddistribution of D1 therearestrongclustersof pointspresentat differentplacesin the featurespace.

imagesusingthethreshold3 . Therelevancedatais takenand
relevant changesaremade.The systemcontinuesagainfrom
the selectionwith thesenew weights.

I I I . RELEVANCE FEEDBACK TECHNIQUES

The traditionalrelevancefeedbackframework is moreor less
the same in all systems.Initially a query is given to the
systemandasetof imagesretrieved.Theusercommentsonor
indicateswhich imagesin the setare,relevantandirrelevant.
Thesystemthentakestheuser's suggestionandtries to re�ne
theretrieval schemeto achieve optimal retrieval performance.
It is in this re�nementandselectionthatvariousCBIR systems
differ from eachother.

A. StatisticalMethods

Thesewere the earliestmethodsof heuristic weight adjust-
ments.They usedthenatureof thedistributionof relevantdata
in the featuresspaceto effectively clusterrelevant examples.
Most of these methodstry to take advantageof the fact
that under certain transformationsthe image databasecan
be clusteredinto relevant and irrelevant imagesOr where
the relevant imagesbecomeclusteredandthe irrelevant ones
becomesparselydispersed.The relevancefeedbackdata is
used to achieve this transformation.The Delta Mean algo-
rithm for instancetries to �nd what featurescan effectively
discriminatebetweenthe setof relevant samples(

*54

) andthe
setof irrelevant(

*76

) examples.This is doneby calculatingthe
Importanceof eachfeatureas the differenceof the meansof

*
4

and
*

6

imagesover that featurenormalizedby the sum
of their standarddeviations[8]. This is a simple algorithm
that guaranteesthat it will give greater importanceto the
featuresthat effectively separateboth negative and positive
examples.This algorithm hascertaindrawbacks.It assumes
that thedistribution of both therelevantandirrelevant images
in the databaseareunimodal,but moreoften thannot the

*86

imagestendto violate this assumption.Anotherof its �a ws is
that it is sensitive to samplesetsize,becausea small sample
cannot successfullyestimatethe true standarddeviation of
the completeset. Most of theseproblemsarisebecausethis
method treats the CBIR as a strongly constrained2-class

probleminsteadof a weaklyconstrainedmulti-classproblem.
Inversevarianceandinversesigmamethodsarebetterover the
deltameanbecausethey aremuchmoreweakly constrained.
Thesemethodstake advantageof the fact that the ability of a
featureto clusterthe relevant imagesis inverselyproportional
to the varianceand standarddeviation of the relevant image
setover thatparticularfeature.Thesemethodstoohavecertain
drawbacksthe main causeof which is againthe assumption
of a unimodal distribution of the

*
4

imagesin the feature
space.They also fail to take advantageof the

*
6

images.
The membershipcriterion method[8] makes use of the

*
6

sampleswith the
*94

ones without making any assumption
about the natureof distribution of

*�6

. At the sametime it
still imposesa unimodal constrainton

*94

. Here the mean
and standarddeviation of relevant set is usedto calculatea
hypothesisof importanceof a particularfeatureandthenthis
value is crosschecked seeingwhat membersof

*�6

and
*94

fall into the relevant cluster. It is more or less a trail and
error basedalgorithm where it tries out variousconstrained
hypothesisto arrive at the one that most closely resembles
the user model with respectto the choice of relevant and
irrelevant images.The major �a w in this methodis that

*
4

is assumedto be unimodal which is rarely the casein the
real world. This is becausethe user interprets the images
with higher level featuresthat have some remnantsin the
lower level featuresof the CBIR systembut do not exactly
map to the lower level in an ideal way and hencecreating
multi-modaldistributions.QueryPoint Movement(QPM)and
Query Expansionare two other methods that try to �nd
an ideal query point from which the best possibleand the
highest

*:4

can be achieved. The variantsof thesemethods
canmake useof both

*94

and
*;6

to arrive at this new query
point. In QPM one simply �nds the centroid of

*
4

which
acts as the new query point. In query expansioninsteadof
assuminga unimodaldistribution the systemassumesmany
smallerunimodaldistributionsto constructmultiple centroids
using QPM on individual clustersof relevant samplesand
thenthemultiple centroidsaretakenasmulti-point queryand
imagesareretrievedfrom iso-similarityregionsbasedon these
points. The main disadvantageof QPM is the constraintof
unimodalityon

*94

and inability to make effective useof
*�6

datawhen its not unimodal.



RateOf Convergence
Algorithm D1 D2 D3 D4
InverseSigma 3 6 8 11
Delta Mean 15 15 15 15
MC( <-=	> ) 2 3 2 2
QPM 15 15 15 15
KLDivergence 15 15 15 15
Parzen 15 11 9 3
BDA 4 6 9 11
SVM 7 5 7 6

TABLE I

NO OF ITERATIONS AFTER WHICH PRECISION REMAINS CONSTANT FOR

D1,D2,D3 AND D4

1) Comments:

a) Performance:The performanceof thealgorithmsis quan-
ti�ed in the form of precision,recall, RateOf Convergence
andRateOf Ascent.We seethat InverseSigmaoutperforms,
deltamean,QPM(Rocchio)andmembershipcriterion(
@?BA )
When

*:4

is unimodal. We can also observe that statistical
methodmembershipcriterionout performstheother2 though
it only managesto beatInverseSigmaby a smallmargin. Both
deltameanandQPM suffer from a high RateOf Convergence
andareapparentlyunstable.This canbe seenin Table1 and
Table2.

b) Absenceof Strong Concept: When therewas an absence
of strongconceptsin thedatabasetherelative precisionin the
databaseseemedto be low andhencethe numberof relevant
imagesretrieved.Evenwhenstrongconceptswerepresentthe
precisionwasnot betterif the querypointsdid not belongto
theconcepts.Oncethequerieswerecloseto or belongedto a
conceptthe precisionshot up while the recall plummetedas
a result the ability of the systemto generalizeto a concept
suffered.

c) Complex UserModels: Whenfacedwith usermodelsthat
are not unimodal the performanceof the statisticalmethods
drops considerably. The algorithms were run on different
distancefunctions other than the Euclideanand was seen
that the algorithmsperformedwell as long as the data was
unimodalin nature.That is the reasonwhy all the algorithms
showed good or better performancewhen the user distance
function wasMinkowski or Manhattan.

B. Kernel BasedMethods

Thesemethodsusesomekind of kernelsto achieve relevance
feedback.In Parzen Window BasedDensity Estimation[9]
the authors use Bayesianinference to classify the images
as relevant or irrelevant. In order to do this one requires
the knowledgeof the densities

�

�0CED

*54

�
and

�

�FCGD

*;6

�
. These

densitiescanbeestimatedusingparametricor non-parametric
methods.Here the non-parametricmethod is preferred to
the parametricone as the parametricmethodsimpose uni-

modalconstraintsover the distribution of the data.The non-
parametricmethod used is a Parzen window method with
a Gaussiankernel that acts as a smoothingfunction. Here
all the featuresare assumedto be independentfor real-time
performanceof the system.Oncethe densitiesare estimated
one can go aheadwith Bayesianinferenceof the database
with the above densities.And with the relevancefeedback
of this step the whole processstartsover againfor the next
step. Most of the recent work on relevance feedbackhas
beenconcentratedon SVMs[10] or SupportVectorMachines.
SVMs are used to classify linearly inseparableclassesby
using a reproducingkernel. This is doneby �rst projecting
all the data points onto a higher dimensionwhere they are
linearly separable,therethey are classi�ed. The objective of
an SVM is to �nd a hyperplaneSuchthat the distancefrom
the planeto the closestof point in

*94

and
*;6

is maximized.
A detailedexplanationof the possiblekernelsand SVMs is
beyond the scopeof this document.One classSVMs have
alsobeenusedto estimatedensityof thepositive andnegative
distributions.Thereare many advantagesto usingSVMs for
relevancefeedback.

H No signi�cant constraintsare placedon the target, like
unimodality.

H The kernel can be tuned to perform well for static
applications

H They are less sensitive than density basedmethodsto
imbalancebetweenpositive andnegativesamplebecause
they only usesupportvectors.However they aresensitive
to small samplesizes.

All the above make SVMs good for relevancefeedback.In
BDA and KBDA[11], a CBIR systemis treatedas a one
positive and many negative clas problem as explained in
[11]. This meansthat while the positive class is clustered
the negative classcanbe scatteredall over the featurespace.
BDA is about �nding the linear transformationthat has the
mostscatterof negative imagesover thescatterof thepositive
images. In kBDA the transformationis converted into its
inner-product form to accountfor the non-linear nature of
the data.

1) Comments:

a) Performance: The kernel basedmethodsshow a varied
rangeof performance.Sinceherethe relevant and irrelevant
examplesare linearly separablethe choiceof kernelsdoesn't
play a big part in the performanceof the algorithms.We see
from the performancetable that BDA out performsthe other
two in both rate of convergenceand rate of ascentthereby
proving to be clearly a good choice.But on the other hand
theParzenwindow baseddensityapproximationalgorithmhas
the uniqueadvantageof being a methodthat is progressive
with every retrieval. The performancecan be seenin Table1
andTable2.



Precision Recall ROA
Algorithm D1 D2 D3 D4 D1 D2 D3 D4 D1 D2 D3 D4
InverseSigma 100 100 100 100 100 100 100 100 100 100 100 100
Delta Mean 68 71 74 76 70 73 74 76 14 26 31 56
MC( <-=	> ) 88 89 73 62 92 94 71 61 135 211 278 301
QPM 89 72 67 58 95 78 69 56 18 21 27 29
KLDivergence 93 89 77 70 95 89 78 70 19 31 47 51
Parzen 86 97 109 128 89 98 114 128 18 56 352 432
BDA 99 94 85 86 99 93 84 87 74 78 77 98
SVM 92 92 87 93 94 94 89 95 40 63 212 310

TABLE II

PERCENTAGE OF PRECISION, RECALL AND RATE OF ASCENT TO VALUES OF INVERSE SIGMA FOR D1, D2, D3 AND D4

b) Absenceof Strong Concept: These are effected in the
samewaysastheotherclassesof algorithms.This is because
the user selectionfunction remainsthe sameacrossall the
algorithmsandthis is solelyin�uencestheprecisionandrecall
in a major way.

c) Complex User Models: Thesealgorithmswere designed
to adaptto complex usermodels.HereParzenwindow based
density does not use kernels for projection into a higher
dimensionalspacewhere the classesare linearly separable
like the other two algorithmsdo. This meansthat SVMs and
kBDA are better suited to deal with complex user models.
In our experiment though the complex user models divide
the featurespaceinto linearly separableclasses.Hencethe
performanceof kernelsneednot be broached.

C. Entropy BasedMethods

ntropy is an estimationof the deviation of a randomvariable
from purerandomness.In weightadjustmentbasedonentropy
of

*
4

, the entropy of all the featuresfor
*

4

is estimated.The
expectationis that if a featurehas the ability to cluster the
positive examplesthen its entropy will be low. Entropy is
very attractive becauseno assumptionsor constraintsneed
be made on the distribution of the data. A variant of this
method takes advantageof

*76

provided by the user along
with the natureof the

*94

distribution. Here one predict that
the best featureis one that gives a non randomdistribution
for

*:4

as well as
*;6

[8].Here thereis ambiguity in the sense
thateven featuresthat can't discriminate

*54

and
*;6

well will
achieve a high score.KL Distanceor Divergenceformsa sort
of dissimilarity measurebasedon entropy. It is basedon the
crossentropy betweenthe two distributions and the entropy
of the main distribution. The KL Distancedoesnot follow
the triangle law of inequality. KL Distance betweentwo
distributionscanbedifferentbasedon whoseentropy is being
calculated.The main problemwith direct KL-Di vergenceis
theapparentlackof symmetry. A variantof thismethodmakes
KL-divergencemuchmoresoundby taking into accountKL-
divergencefrom the

*76

too along with KL-divergencefrom
*:4

. This theoretically forms a great measurefor relevance
and discriminative power becauseof its apparentlack of

constraintson the distribution of the data.

1) Comments:

a) Performance:Theperformanceof theentropy basedalgo-
rithms matchedor in mostcasesbetteredthe performanceof
the conventionalstatisticalalgorithms.Thoughspeculatively
small sampleset was considereda challengefor this class
of algorithms, experimentally it held its own against the
other algorithms by returning approximately the same or
betternumberof relevant imagesby the �fth iteration. The
performanceof the algorithmsunderunimodalcircumstances
canbe seenin Table1andTable2.

b) Absenceof Strong Concept: When therewas an absence
of strongconceptsin thedatabasetherelative precisionin the
databaseseemedto be low andhencethe numberof relevant
imagesretrieved.Evenwhenstrongconceptswerepresentthe
precisionwasnot betterif the querypointsdid not belongto
the concepts.But oncethe querieswerecloseto or belonged
to a conceptthePrecisionshotup while the recallplummeted
asa resulttheability of thesystemto generalizeto a concept
suffered.

c) Complex User Models: Even in the complex modelsthe
entropy basedalgorithmsequaledor betteredtheperformance
of the other algorithms.When facedwith user modelsthat
are not unimodal the performanceof these methodsalso
drops considerably. The algorithms were run on different
distancefunctionsotherthantheEuclideanandwasseenthat
the algorithms performedwell as long as the condition of
unimodality in the target data was met. That is the reason
why all the algorithmsshowed good or better performance
whentheuserdistancefunctionwasMinkowski or Manhattan.
The problemhere is not with the entropy basedmethodsof
weight updationbut with the selectionschemathat is based
on unimodalcriteria.

D. Other Schemes

By no meansis the above list of methodsexhaustive on the
waysof applyingrelevancefeedback.Therehave beenmany
othermethodsandareboundto be many more.Someof the
other prominent ones are SOMs(Self Organizing Maps) in



which usingthe
*94

and
*;6

mapsareconstructedthathave the
ability to placethepositive andnegative impulseson different
areasof the map. For new feedbacka betteror a new map
is built basedon

*94

and
*;6

. There are also other methods
ranging from DecisionTreesto BayesianEstimation[12] of
the userbehavior. The methodslisted above arejust a few of
the plethoraof the relevancefeedbackalgorithmsout there.

IV. DISCUSSION

Fromtheaboveonecanseethatthestatisticalmodelsperform
well as relevancefeedbackmodulesand so do someother
algorithms.Theresultsabove weretheconsequenceof a very
primitive usermodel.This modelmay not only be �a wed in
its replicationof the realworld usermodelsbut may also be
unableto replicatethe complexity of its real world counter
part. Yet in the absenceof large amountsof dataproviding
real world interactionbetweenuserand a CBIR systemany
attempt to replicate the model would be futile and hence
a simple tractablesyntheticmodel should suf�ce for these
studiesfor now. The samegoesfor the sparseanddensedata
setsthat are taken herein the experiment.Another important
factor that needsa mentionhereis one of the major factors
affecting the stability of the relevancefeedbackalgorithmfor
any given dataset at any given point. This is the difference
in thedensityof pointsin the featurespacearoundthequery.
If the result set is M and the relevant set is N then it has
beenobserved that the greaterthe differencebetweenM and
N the more the relevancefeedbacksystemtendsto become
unstable.This is becauseat a lower M vs N differencethe
user is able to checkany �uctuations in the learningof the
conceptby providing adequatefeedback.On the other hand
A high M vs N differencewould either leadto the relevance
feedbackmodule learninga Specialisationor Generalisation
of theconcepttheuseris searchingfor. This behaviour canbe
clearly seenin Figure 3 whereonecan seethe differencein
userandsystemmodelson y axis andthedifferencebetween
M and N on the x axis, as one can see the best learning
takes place when the differencebetweenM and N is zero.
The above mentionedfactorsare but a few of the many that
govern the performanceof relevancefeedbacksystemsin the
real world. The ability to track and observe all of them will
only bepossibleby building muchmorecomplex modelsthat
are learnt from realworld systemsandtheir userinteractions.

V. CONCLUSION

The choice of different parametersand algorithmseffects a
generalCBIR systemin profoundways.The behavior of the
systemunderall circumstancescannotbepredicted.Seldomis
a CBIR system�ne tunedandoptimizedfor its role in image
retrieval. This is becauseof the plenty of con�gurations a
systemcanexist andperformandthedif�culty in pin pointing
the aimsof a CBIR system.

Fig. 3. The above �gure plots the differencebetweenthe userandsystem
modelon the y-axis andthe differencebetweenM andN on the x-axis.One
canclearly observe that the bestlearningof usermodel takesplacewhenM
is Equal to N

The Presentwork hopesto throw somelight on the above
issuesand opens the door for �e xible CBIR systemsthat
can be tuned at runtime ensuring that the systemruns at
its optimal performancein the currentstageor natureof the
system.We have also suggestedtwo performancemeasures
that areuseful for the quantitative andqualitative analysisof
any CBIR systemwith relevancefeedback.
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