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Abstract: Relevance feedba& in Content Based Image
Retrieval(CBIR)hasbeenan active eld of reseach for quite
sometime now Many schemesand techniquesof relevance
feedbak exist with manyassumptionsnd operating criteria.
Yet there exist few waysof quantitativelymeasuringand com-
paring differentrelevancefeedbak algorithms.Sud analysis
is necessaryif a CBIR systemis to perform consistently
In this paper we propose an abstiact model of a CBIR
systemwhele the effectsof different modulesover the entire
systemis observedUsing this modelwe thoroughly analyse
performancea set of basic relevance feedbak algorithms.
Besideausing standad measueslike precisionand recall we
also suggesttwo new measuesto gauge the performanceof
any contempoary CBIR system.

I. INTRODUCTION

Relevancefeedbackwasintroducedin ContentBasedim-
age Retrieval (CBIR) to improve the performanceby human
intervention[]], [2]. Sincethenit hasbecomean integral part
of most CBIR systems.There are a plethora of relevance
feedbackalgorithmsavailablein literature. Thoughtherehave
beensomestudieson relevancefeedbackalgorithms[3, [4],
[5], there has beenno systematicevaluation of the perfor
mance(stability, corvergance precisionetc.) available. Such
an analysisis both pertinentand necessaryasthereis a trend
towards consisteng in CBIR systemseven in the faceof a
highly dynamicernvironment[§, [7]. Garunteedperformance
and stability of the systemcan be achievzed only when all
the factorsinternal and external that effect the systemare
identi ed, gaugedand tracked. Their behaiour at all condi-
tions shuld also be obsered. In this paper we attemptthis
with the help of a CBIR framework. which canbe considered
as a generalisatiorof mary practical algorithms.We would
like to malke it explicit that our model doesnot cover the
classof long-termlearningandfeature-lessemantidandexing
(eg. LSI) schemesWe analyze popular class of relevance
feedbackalgorithmsusing an instanceof the abstractmodel
for its corvergence,performancein presenceof strong or
week conceptsin the collection of images.We also de ne
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Fig. 1. Block Diagramof an AbstractCBIR Model

and measurethe performanceof the algorithms using two
new measuresBefore explaining the performanceanalysis,
we explain the experimentalsetting and the model we used
for the analysis.

Query and Database: An ideal CBIR system can accept
gueriesin mary forms. We considera queryto be a sample
image or an image patch, representedas a feature vector

of dimension . A typical imagedatabase usedfor CBIR

problems, has large number of images.Many of real-life
collectionswill have strongconceptgclasses/themegyesent.
In such casesthesedatasetscan be modeledas a union of

clusters,possibly with outliers. In an arbitrary collection of

images,it could be modeledas a set of random points in

a feature space.Objectve of CBIR systemsis to identify

the most similar imagesto the query image. Similarity is

measuredn termsof (weightedcombinationof) one or more
features.

Numberof ResultsDisplayed The systemat any query re-
trieves  mostrelevantimagesbasedon the type of distance
function. The userthen indicateswhich imagesare relevant
and which are not basedon his concept (signi cance of
featuresanddistancefunction).Usually  is a smallnumber



(say10) andis independenof the databasesizeor the number
of acceptablamages( ) presentin the databaseThe total
numberof acceptabldmagesin the databasés unknown to

theuser Theseareall theimagesin the datasethatfall within

an acceptablamamin of the users concept.

UserModelUseracceptsanimageif it is within anacceptable
distancefrom the query point. User may give a feedbackof
1,0, 1,0,-1,]0,1], dependingontheacceptrejectstatusor
the partial acceptabilitiesusergive. In the simplestform user
canbe modeledasa weighteddistancefunction, with weights
representedas . However, it may be notedthat realistic
modelsneednot be metricor assimpleasthis. Usercompares
the queryimagewith the imagesreturnedby the systemand
acceptsbasedon a thresholdof relevance . Comparisonis
doneusinga distancefunction , which returnsthe
dissimilarity betweenthe two imageshe is comparing.

SystemModel CBIR systemlearnsto approximatethe user
notion with the help of relevance feedback.System also
modelsthe similarity with a distancefunction

howeverwith a different(unknovn) weightvector Durlngthe
learningprocesssystemlearnsto approximatethe similarity.
While using a weighted distance function, system weight
representshe relative importanceof the particularfeaturefor
a givenquery The changein systemweightsis the meansby
which the systemtries to emulatethe users concept.

Weight Updation Stheme The user gives feedbackto the
imagesthat are displayedby the systemand the systemhas
to improve from the feedbackthe useris giving. Wherethe
systemassumeghat thosefeatureswhich are more common
among the relevant examplesmight be more signi cant in
being able to representhe concept.Detailed descriptionof
the relevant feedbacktechniqueds providedin lIl.

A. PerformanceMeasuesfor the Analysis

The systemis initialized with somerudimentaryconcept(sys-
temweightsor systemparametersjvhenthe systemretrieves
the images, the user gives feedbackabout the discrepang
betweenhis and the systems$ concept.Then the systemre-
estimatesits conceptbasedon the feedbackto representas
closelyaspossiblethe users conceptThis conceptupdationis
doneby changingthe systemweights.The point at which the
systems conceptandthe users conceptarefairly similar and
consistentlystaysso is calledthe point of corvergence How
fastthis corvergencetakesplacesigni es how fastthe system
adaptsto a user In essencehe differencein concept,which
is the differencebetweernweights,reducesuntil corvergence.
Hencethedifferenceof weightsat eachiterationformsa good
metric for measuringhe speedand ef ciency of the system.

The numberof relevant imagesretrieved can also be used
as a performancemeasureThis is an intersectionof the set
containingthe  imagesand the setcontaining images
which areall the relevantimagesin the database.

Precisionand recall are also popular for characterizingthe
performanceThe total numberof relevantimagesis calcu-
lated by comparingthe query image with all the imagesin
the databaseand the user assigningscoreto eachof them,
and nally thresholdingthe scoresto get the total numberof
relevantimagego the conceptheuseris looking. Thenumber
of relevant imagesis calculatedby crosscheckingwith the
relevantimagesin the databaseThe retrieved setis obtained
by nearestieighborsearch.

RateOf Cornvergence(ROC), not to be confusedwith recever
operatorcharacteristicgs oneof themeasureghatwe propose
to evaluatethe performanceof a CBIR system.ROC is the
numberof iterationsafter which the precisionof the system
remains constantor the system parametersdo not change
considerably This measureis very apt in the contemporary
schemeof things as usersof a realistic CBIR systemexpect
fastand accurateresultswith the leastamountof iterations.

RateOf Ascent(RDA) is the secondmeasurave proposelt is
the measureahat quanti es the performanceof an algorithm.
It is

Where is the Rateof Corvergenceof the relevancefeed-
back module. The abose measuresimultaneouslyshavs us
the performanceof the systemin terms of precision,recall
andefciency of the system.

Il. EXPERIMENTAL SETTING FOR THE EMPIRICAL
ANALYSIS

For the implementatiorof any relevancefeedbacksystemthe
following basic assumptionsare necessaryThe featuresof
the systemcan distinguish betweenrelevant and irrelevant
images.Relevantimagesarea small part of a large database.
Therelevantimagescanbe clusteredbasedon the featuresin
the system.User gives accuratefeedback.

A. Database

Three kinds of databasesvere consideredfor the experi-
mentalstudy A databasevithout clusters(strongoncepts)a
databasevith clustersaccompaniedy randomaquery points,
and a databasavith clustersand query pointsthatled in and
aroundthe clusters.

B. Algorithm

Oncetheusersubmitsa queryto the systemtheimagesin the
databasarerankedbasedn the systemdistanceunction.The

least dissimilar(mostsimilar) imagesare selectedas the
relevant set. Then the user module comparesthe selected
images with the query using the user similarity function
and gives the dissimilarity valuesto the system.The
dissimilarity valuesare classi ed into relevant and irrelevant



Fig. 2.

The abore gure shavs two syntheticdatasetsD1,D2,D3,D4. D1 is a sparsedataset of 100000points where the pointsin the featurespace

are spreaduniformly with no clustering,indicating mary independentonceptsD2 is a Desnsedatasetof 120000points, D3 of 130000points and D4 of
150000points, wherebesidethe uniform backgrounddistribution of D1 thereare strongclustersof points presentat different placesin the featurespace.

imagesusingthethreshold . Therelevancedatais takenand
relevant changesare made.The systemcontinuesagainfrom
the selectionwith thesenewn weights.

I1l. RELEVANCE FEEDBACK TECHNIQUES

The traditional relevancefeedbackiramework is moreor less
the samein all systems.Initially a query is given to the
systemanda setof imagegretrieved. Theusercommentson or
indicateswhich imagesin the setare, relevantandirrelevant.
The systemthentakesthe users suggestiorandtriesto re ne
theretrieval schemeo achieve optimal retrieval performance.
It isin thisre nementandselectiorthatvariousCBIR systems
differ from eachother

A. StatisticalMethods

Thesewere the earliestmethodsof heuristic weight adjust-
ments.They usedthe natureof thedistribution of relevantdata
in the featuresspaceto effectively clusterrelevant examples.
Most of these methodstry to take adwantageof the fact
that under certain transformationsthe image databasecan
be clusteredinto relevant and irrelevant imagesOr where
the relevantimagesbecomeclusteredandthe irrelevant ones
becomesparselydispersed.The relevance feedbackdata is
usedto achieve this transformation.The Delta Mean algo-
rithm for instancetries to nd what featurescan effectively
discriminatebetweenthe setof relevant samples( ) andthe
setof irrelevant( ) examples.Thisis doneby calculatingthe
Importanceof eachfeatureasthe differenceof the meansof
and  imagesover that featurenormalizedby the sum
of their standarddeviations[§. This is a simple algorithm
that guaranteeghat it will give greaterimportanceto the
featuresthat effectively separateboth negative and positive
examples.This algorithm has certaindravbacks.It assumes
thatthe distribution of boththe relevantandirrelevantimages
in the databasere unimodal,but more often thannot the
imagestendto violate this assumptionAnotherof its awsis
thatit is sensitve to samplesetsize,becausea small sample
cannot successfullyestimatethe true standarddeviation of
the completeset. Most of theseproblemsarise becausehis
method treats the CBIR as a strongly constrained2-class

probleminsteadof a weakly constrainednulti-classproblem.
Inversevarianceandinversesigmamethodsarebetteroverthe
deltameanbecausehey are much more weakly constrained.
Thesemethodstake advantageof the factthatthe ability of a
featureto clustertherelevantimagesis inverselyproportional
to the varianceand standarddeviation of the relevantimage
setoverthatparticularfeature Thesemethodgoo have certain
drawbacksthe main causeof which is againthe assumption
of a unimodal distribution of the imagesin the feature
space.They also fail to take advantageof the images.
The membershipcriterion method[§ malkes use of the
sampleswith the oneswithout making ary assumption
aboutthe natureof distribution of . At the sametime it
still imposesa unimodal constrainton . Here the mean
and standarddeviation of relevant setis usedto calculatea
hypothesisof importanceof a particularfeatureandthenthis
value is crosschecled seeingwhat membersof and

fall into the relevant cluster It is more or less a trail and
error basedalgorithm whereit tries out various constrained
hypothesisto arrive at the one that most closely resembles
the user model with respectto the choice of relevant and
irrelevant images.The major aw in this methodis that

is assumedo be unimodal which is rarely the casein the
real world. This is becausethe user interpretsthe images
with higher level featuresthat have some remnantsin the
lower level featuresof the CBIR systembut do not exactly
map to the lower level in an ideal way and hencecreating
multi-modaldistributions. Query Point Movement(QPM)and
Query Expansionare two other methodsthat try to nd
an ideal query point from which the best possibleand the
highest  can be achieved. The variantsof thesemethods
canmalke useof both and to arrive at this new query
point. In QPM one simply nds the centroid of which
actsas the new query point. In query expansioninsteadof
assuminga unimodal distribution the systemassumesnary
smallerunimodaldistributionsto constructmultiple centroids
using QPM on individual clustersof relevant samplesand
thenthe multiple centroidsaretaken as multi-point queryand
imagesareretrievedfrom iso-similarityregionsbasednthese
points. The main disadwantageof QPM is the constraintof
unimodalityon  andinability to make effective use of
datawhenits not unimodal.



Rate Of Corvergence
Algorithm D1 | D2 | b3 | D4
InverseSigma 3 6 8 [ 11
Delta Mean 15| 15| 15| 15
MC( ) 2 3 2 2
QPM 15| 15| 15| 15
KLDivemgence 15| 15| 15| 15
Parzen 15| 11 9 3
BDA 4 6 9| 11
SVM 7 5 7 6
TABLE |

NO OF ITERATIONSAFTER WHICH PRECISION REMAINS CONSTANT FOR
D1,D2,D3AND D4

1) Comments:

a) Performance: The performanceof the algorithmsis quan-
tied in the form of precision,recall, Rate Of Corvergence
and RateOf Ascent.We seethat InverseSigmaoutperforms,
deltamean,QPM(Rocchio)and membershigcriterion( )

When  is unimodal. We can also obsenre that statistical
methodmembershigriterion out performsthe other2 though
it only manageso beatlnverseSigméy a smallmarmin. Both

deltameanand QPM suffer from a high RateOf Corvergence
and are apparentlyunstable.This canbe seenin Table1 and
Table 2.

b) Absenceof Strong Concept: Whentherewas an absence
of strongconceptsn the databasé¢he relative precisionin the
databaseseemedo be low andhencethe numberof relevant
imagesretrieved. Evenwhenstrongconceptsverepresenthe
precisionwas not betterif the querypointsdid not belongto
the conceptsOncethe querieswere closeto or belongedo a
conceptthe precisionshot up while the recall plummetedas
a resultthe ability of the systemto generalizeto a concept
suffered.

¢) Complex UserModels: Whenfacedwith usermodelsthat
are not unimodalthe performanceof the statisticalmethods
drops considerably The algorithms were run on different
distancefunctions other than the Euclideanand was seen
that the algorithmsperformedwell aslong as the datawas
unimodalin nature.Thatis the reasorwhy all the algorithms
shaved good or better performancewhen the user distance
function was Minkowski or Manhattan.

B. Kernel BasedMethods

Thesemethodsusesomekind of kernelsto achieve relevance
feedback.In Parzen Window Based Density Estimation[9
the authors use Bayesianinferenceto classify the images
as relevant or irrelevant. In order to do this one requires
the knowledgeof the densities and . These
densitiescanbe estimatedisingparametricor non-parametric
methods.Here the non-parametricmethod is preferredto
the parametricone as the parametricmethodsimpose uni-

modal constraintsover the distribution of the data. The non-
parametricmethod usedis a Parzenwindow method with
a Gaussiankernel that acts as a smoothingfunction. Here
all the featuresare assumedo be independenfor real-time
performanceof the system.Oncethe densitiesare estimated
one can go aheadwith Bayesianinferenceof the database
with the above densities.And with the relevance feedback
of this stepthe whole processstartsover againfor the next
step. Most of the recentwork on relevance feedbackhas
beenconcentratedn SVMs[1(q or SupportVectorMachines.
SVMs are usedto classify linearly inseparableclassesby
using a reproducingkernel. This is doneby rst projecting
all the data points onto a higher dimensionwhere they are
linearly separabletherethey are classi ed. The objective of
an SVM isto nd a hyperplaneSuchthat the distancefrom
the planeto the closestof pointin  and  is maximized.
A detailedexplanationof the possiblekernelsand SVMs is
beyond the scopeof this document.One class SVMs have
alsobeenusedto estimatedensityof the positive andnegative
distributions. Thereare mary advantagego using SVMs for
relevancefeedback.

No signi cant constraintsare placedon the tamget, like
unimodality

The kernel can be tuned to perform well for static
applications

They are less sensitve than density basedmethodsto
imbalancebetweerpositive andnegative samplebecause
they only usesupportvectors.However they aresensitve
to small samplesizes.

All the abore make SVMs good for relevancefeedback.In
BDA and KBDA[11], a CBIR systemis treatedas a one
positve and mary negative clas problem as explained in
[11]. This meansthat while the positive classis clustered
the negative classcanbe scatteredhll over the featurespace.
BDA is about nding the linear transformationthat hasthe
mostscatterof negative imagesover the scatterof the positive
images.In kBDA the transformationis corverted into its
innerproduct form to accountfor the non-linear nature of
the data.

1) Comments:

a) Performance: The kernel basedmethodsshon a varied
rangeof performance Since herethe relevant and irrelevant
examplesare linearly separabléhe choiceof kernelsdoesnt
play a big partin the performanceof the algorithms.We see
from the performanceablethat BDA out performsthe other
two in both rate of corvergenceand rate of ascentthere by
proving to be clearly a good choice.But on the other hand
the Parzenwindow basedlensityapproximatioralgorithmhas
the unique advantageof being a methodthat is progressie
with every retrieval. The performancecan be seenin Tablel
and Table2.



Precision Recall ROA
Algorithm D1 | D2 | D3| D4 | D1 D2 | D3| D4 | D1 D2 D3 | D4
InverseSigma 100 | 100 [ 100 | 100 | 100 [ 100 | 100 | 100 | 100 | 100 | 100 | 100
Delta Mean 68 71 74 76 70 73 74 76 14 26 31 56
MC( ) 88 89 73 62 92 94 71 61 | 135 | 211 | 278 | 301
QPM 89 72 67 58 95 78 69 56 18 21 27 29
KLDivemence 93 89 77 70 95 89 78 70 19 31 a7 51
Parzen 86 97 | 109 | 128 89 98 | 114 | 128 18 56 | 352 | 432
BDA 99 94 85 86 99 93 84 87 74 78 77 98
SVM 92 92 87 93 94 94 89 95 40 63 | 212 | 310
TABLE 1l

PERCENTAGE OF PRECISION, RECALL AND RATE OF ASCENT TO VALUES OF INVERSE SIGMA FOR D1, D2, D3 AND D4

b) Absenceof Stiong Concept: These are effected in the
samewaysasthe otherclassef algorithms.This is because
the user selectionfunction remainsthe sameacrossall the
algorithmsandthisis solelyin uencestheprecisionandrecall
in a major way.

¢) Complex User Models: Thesealgorithmswere designed
to adaptto complex usermodels.Here Parzenwindow based
density does not use kernels for projection into a higher

dimensionalspacewhere the classesare linearly separable
like the othertwo algorithmsdo. This meansthat SVMs and

kBDA are better suited to deal with complex user models.
In our experimentthough the comple< user models divide

the feature spaceinto linearly separableclassesHencethe

performanceof kernelsneednot be broached.

C. Entropy BasedMethods

ntropy is an estimationof the deviation of a randomvariable
from purerandomnesdn weightadjustmenbasedn entrogy
of ,theentropy of all thefeaturesfor is estimatedThe
expectationis that if a featurehasthe ability to clusterthe
positve examplesthen its entropy will be low. Entropy is
very attractve becauseno assumptionsor constraintsneed
be made on the distribution of the data. A variant of this
method takes advantageof provided by the user along
with the natureof the  distribution. Here one predictthat
the bestfeatureis one that gives a non randomdistribution
for aswell as [8].Herethereis ambiguityin the sense
thatevenfeatureshatcant discriminate and  well will
achieve a high score KL Distanceor Divergenceforms a sort
of dissimilarity measurebasedon entropy. It is basedon the
crossentropy betweenthe two distributions and the entrofy
of the main distribution. The KL Distancedoesnot follow
the triangle law of inequality KL Distance betweentwo
distributionscanbe differentbasedon whoseentropy is being
calculated.The main problemwith direct KL-Divergenceis
theapparentack of symmetry A variantof this methodmakes
KL-divergencemuchmore soundby taking into accountkL-
divergencefrom the  too along with KL-divergencefrom
. This theoreticallyforms a great measurefor relevance
and discriminatve power becauseof its apparentlack of

constraintson the distribution of the data.
1) Comments:

a) Performance:The performancef the entropy basedalgo-
rithms matchedor in most casesetteredthe performanceof
the corventional statisticalalgorithms. Though speculatiely
small sampleset was considereda challengefor this class
of algorithms, experimentally it held its own againstthe
other algorithms by returning approximately the same or
better numberof relevantimagesby the fth iteration. The
performanceof the algorithmsunderunimodalcircumstances
canbe seenin Tableland Table2.

b) Absenceof Strong Concept: Whentherewas an absence
of strongconceptdn the databaséhe relative precisionin the
databaseseemedo be low and hencethe numberof relevant
imagesretrieved. Evenwhenstrongconceptsverepresenthe
precisionwas not betterif the querypointsdid not belongto
the conceptsBut oncethe querieswere closeto or belonged
to a conceptthe Precisionshotup while the recall plummeted
asaresultthe ability of the systemto generalizeto a concept
suffered.

c) Comple User Models: Even in the complex modelsthe

entropy basedalgorithmsequaledor betteredhe performance
of the other algorithms.When facedwith user modelsthat

are not unimodal the performanceof these methodsalso
drops considerably The algorithms were run on different
distancefunctionsotherthanthe Euclideanandwas seenthat

the algorithms performedwell as long as the condition of

unimodality in the target data was met. That is the reason
why all the algorithmsshaved good or better performance
whenthe userdistancdunctionwasMinkowski or Manhattan.
The problemhereis not with the entropy basedmethodsof

weight updationbut with the selectionschemathat is based
on unimodalcriteria.

D. Other Shemes

By no meansis the above list of methodsexhaustve on the
ways of applyingrelevancefeedback Therehave beenmary
othermethodsand are boundto be mary more. Someof the
other prominentones are SOMs(Self Organizing Maps) in



whichusingthe and mapsareconstructedhathave the
ability to placethe positive andnegative impulseson different
areasof the map. For new feedbacka betteror a nev map
is built basedon and . There are also other methods
ranging from Decision Treesto BayesianEstimation[12 of
the userbehaior. The methoddisted above arejust a few of
the plethoraof the relevancefeedbackalgorithmsout there.

V. DISCUSSION

Fromtheabove onecanseethatthe statisticalmodelsperform
well as relevancefeedbackmodulesand so do some other
algorithms.The resultsabose werethe consequencef a very
primitive usermodel. This modelmay not only be awedin
its replicationof the realworld usermodelsbut may also be
unableto replicatethe complexity of its real world counter
part. Yet in the absenceof large amountsof data providing
real world interactionbetweenuserand a CBIR systemary
attemptto replicate the model would be futile and hence
a simple tractable synthetic model should sufce for these
studiesfor now. The samegoesfor the sparseanddensedata
setsthat aretaken herein the experiment.Anotherimportant
factor that needsa mentionhereis one of the major factors
affecting the stability of the relevancefeedbackalgorithmfor
ary given datasetat ary given point. This is the difference
in the densityof pointsin the featurespacearoundthe query
If the result setis M and the relevant setis N thenit has
beenobsened that the greaterthe differencebetweenM and
N the more the relevancefeedbacksystemtendsto become
unstable.This is becauseat a lower M vs N differencethe
useris ableto checkary uctuations in the learningof the
conceptby providing adequatdeedback.On the other hand
A high M vs N differencewould eitherleadto the relevance
feedbackmodule learninga Specialisationor Generalisation
of the conceptthe useris searchindor. This behaiour canbe
clearly seenin Figure 3 whereone can seethe differencein
userandsystemmodelson y axis andthe differencebetween
M and N on the x axis, as one can seethe bestlearning
takes place when the differencebetweenM and N is zero.
The above mentionedfactorsare but a few of the mary that
governthe performanceof relevancefeedbacksystemsn the
real world. The ability to track and obsere all of them will
only be possibleby building muchmorecomplex modelsthat
arelearntfrom realworld systemsandtheir userinteractions.

V. CONCLUSION

The choice of different parametersand algorithmseffects a
generalCBIR systemin profoundways. The behaior of the
systemunderall circumstancesannotbe predicted Seldomis
a CBIR system ne tunedand optimizedfor its role in image
retrieval. This is becauseof the plenty of con gurations a
systemcanexist andperformandthedif culty in pin pointing
the aimsof a CBIR system.

Fig. 3. Theabose gure plots the differencebetweenthe userand system
modelon the y-axis andthe differencebetweenM andN on the x-axis. One
canclearly obsere thatthe bestlearningof usermodeltakes placewhenM
is Equalto N

The Presentwork hopesto throw somelight on the above
issuesand opensthe door for exible CBIR systemsthat
can be tuned at runtime ensuringthat the systemruns at
its optimal performancen the currentstageor natureof the
system.We have also suggestedwo performancemeasures
that are usefulfor the quantitatie and qualitative analysisof
ary CBIR systemwith relevancefeedback.
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